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This study presents the validation of a math test items, whose function is to diagnose students in their admission to 

higher education. The test consists of 22 multiple choice items divided into seven main units. It was applied to a 

population of 940 students. Methodology comprised of three phases. The first one was the validation by experts, one 

from mathematics field and another expert in development of computerized adaptative tests. The second phase    

was the pilot testing. The third phase consisted of the process to get the validation and reliability by analyzing   

items’ difficulty and discrimination levels through a biserial correlation. Reliability was proved through a Rasch 

model developed with the support of R and SPSS software. The findings presented a positive difficulty asymmetry 

of 0.59, a discrimination index of 0.48, and a test reliability of 0.74. So, it is established that the test is suitable to be 

applied. 
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Introduction 

Higher education institutions usually focus their efforts in direction of constant improvement in order to 

achieve goals and objectives of educational standards established by assesment organisms. So then, evaluation is 

a way to establish quality assurance and to identify opportunity areas to work in the achievement of continuos 

improvement. Therefore, it is necessary to set certain tests to assess each one of the teaching-learning process 

areas. 

For a test to be correctly established, it is requerired to run a validation process to confirm the convenience 

of its development and to prove that it was correctly optimized and standarized for an specific purpose. According 

to the Standards for Educational and Psychological Testing, validity refers to the level in which evidence and 
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theory support the interpretations of test results for the purpose that was developed for. Validity, has five different 

evidence sources: (a) evaluation process; (b) test content; (c) response process; (d) internal structure; (e) 

relationship with other variables and consequences for the subject of evaluation. Within the content validity, an 

important aspect is the exam questions’ quality (Rivera, Flores, Alpuche, & Martínez, 2017). 

Validation also includes estimates of the characteristics of analytical performance and diagnostic testing. 

However, for a test to remain authentic a careful monitoring of its performance is needed, often by regulating 

internal controls behavior through a period of time. This ensures that the test, according to the original validation, 

always maintains its performance characteristics (Márquez, Ramos, & Lopez, 2015). Nowadays, content validity 

or item validity is considered a necessary (not enough) condition to make test scores interpretations. In addition, 

content validity not only refers to measuring instrument items but to its instructions and score criteria (Pedroza, 

Suárez, & García, 2013).  

The purpose of this study is to perform the validation of mathematics test items’ to be applied during the 

admission process of higher education new students. According to Niño, Hakspiel, Mantilla, Cardenas, and 

Guerrero (2017), counting with this information about students’ math abilities in the first stages of their formative 

experience, can save highly cost mistakes, contribute to math abilities assesment field development and the 

training of specialists in this área. In spite of the implementation in several countries of this kind of validation 

since last century early years, there is still a gap with other countries that are not experimenting the benefits of 

its aplication. 

Theoretical Framework 

The basic measurement theory had place in the eighteenth century and since the nineteenth century these 

ideas were applied in the educational field in countries like Germany, England, and the United States of America 

(Rizo, 2001). During the second half of the twentieth century, the item response theory (TRI) was conceived by 

Psychology gurus, with the spread of computers statistical models like Birnbaum’s (1957) and Rasch (1960) were 

developed. Lord and Novick launched, in 1968, Statistical theories of mental test scores. The TRI tries to give a 

probabilistic basis of the problem of measuring features and unobservable constructs (latent traits), considering 

the item, not the overall score, as the basic unit of analysis (Macías, 2011). 

Now the measuring range of the instrument is set by TRI, based on Attorresi, Lozzia, Abal, Galibert, and 

Aguerri (2009) its substantial objective is the construction of measuring instruments with invariant properties 

between populations. If two individuals have the same level of measured feature they will have equal probability 

of giving the same response, regardless of the population of belonging. 

The established scale goes from -3 to +3, according to the characteristic of the item (CCI) whose behavior 

tends to -∞ to +∞. However, the ICC depends on three basic parameters, or parameters of the item. These are the 

difficulty index, the discrimination index, and the random index (or pseudo-random), so the maximum and 

minimum is taken as a reference. 

Rojas, Manriquez, and Gatica (2004) affirm that a TRI model assumes that there is a latent variable (θ), that 

can not be directly observed, and that must be estimated for each subject from his/her answers provided in the 

measuring instrument. In addition, the scale must be aligned to the TRI, where the range chosen corresponds to 

the θ value in the first question response (see Table 1). 

The scale established is used to determine the input knowledge level of the student. He/she chooses, with 

the subjective perception of his/her own ability, an initial starting level from a set of qualitative values preset by 
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expert analysis and parameters marked by TRI. Also, Debera, and Nalbarte (2006) established a scale of -2 to +2, 

this after an analysis of the results is shown in the pretest and adjusting skill levels evaluated for application and 

adaptation in the final test. 
 

Table 1 

Student Skill Level Scale 

Student skill level 

Num. Skill description Ability 

1 I know nothing about the topic -3 

2 I only know something about the topic -2 

3 I read earlier about the topic -1 

4 I have studied the topic before 0 

5 I’ve seen the topic before, but I need to refresh my knowledge 1 

6 I have dominated the topic 2 

7 I am an expert on the topic 3 

 

Another case is studied by Guzman (2005), which has four experiments with different amounts of item 

banks, those having more than 400 items used a scale of -2 to +2, in the case of those that have 300 items level 

of knowledge ranged between -4 and 4 and were generated following a normal distribution. The response model 

used is the 3pl consisting in three parameters that define the characteristics of each item (a) item discrimination 

(a parameter, is a parameter that measures the ability of the item to distinguish subjects depending on its level at 

latent trait), (b) the item difficulty (parameter b), and (c) pseudo-guessing (parameter c indicates the possibility 

that a subject can hit the item by luck). 

On the other hand, Hidalgo-Montesinos and French (2016) state that the analysis of the items through the 

TRI is a system validation testing and for this there is software to perform psychometric analyses based on this 

theory. Sympson and Haladyna (1988) develop multiple weighting methods for tests related to a domain. This 

procedure ponders each item according to the average percentile of examinees who chose that option. The results 

show that this method multiple weighting yields the highest test reliability and the best domain related validity. 

Meanwhile, Razel and Eylon (1987) validate different ways to qualify Raven’s Colored Progressive 

Matrices Test. The autors compare the conventional way of describing the evidence against three scoring methods 

of multiple weighting: (1) according to the theory of cognitive processing, (2) according to expert opinion, and 

(3) based on the responses selected by students. 

Rasch model, proposed in 1960 is based on the assumptions that the attribute to be measured can be 

represented in a single dimension which would place people and items together. In addition, the level of the 

individual in the attribute and item difficulty determine the probability that the answer is correct. If situation 

control is right, this expectation is reasonable and well chosen to represent the mathematical model. Rasch used 

the logistic function to model the relationship. Equation indicates that the ratio of the probability of a correct 

response and the probability of an incorrect response to an item, is a function of the difference in the attribute 

between the level of the person (θs) and the item level (βi). So, ln (
𝑃𝑖𝑠

1−𝑃𝑖𝑠
) = (𝜃𝑠−𝛽𝑖)(

𝑃𝑖𝑠

1−𝑃𝑖𝑠
) 

Cronbach’s Alpha calculated in Rasch model, is an indicator of reliability in terms of internal consistency 

for an instrument. It is an indicator with which the accuracy of the test in terms of its internal consistency is 

measured and points to the score’s stability level. It is estimated what proportion of the observed variability in 
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the scores corresponds to true variance, variance due to differences in the construct to be measured. Its maximum 

value is 1, the closer it gets to this higher value is the level of reliability (Jimenez & Montero, 2013). 

Overall, international programs of educational tests deemed acceptable Alpha values when the number is 

bigger than 0.8, but authors like Nunnally and Bernstein (1995) are stricter when it comes to high-stakes testing 

for taking direct decisions and indicate that Alpha must be at least 0.9. On the other hand, if it comes to 

instruments that will be used only for research processes criteria can be flexible. In that case acceptable Alpha 

values would be equal to or bigger than 0.7 (Jimenez & Montero, 2013). 

The results show that the weighted rating is preferable to conventional (0 to 1) because it improves the 

validity and reliability of the test: empirical weighting is the best method. In addition, the weighting and 

validation of Multiple Choice Questions (POM), responses are optimal because all options are partially correct, 

but only one fits precisely (Jara, 2015). 

Moodle is an open and modular software code that, in addition to content management tools, and offers 

several methods of authentication between users. The data handled are stored on the platform server in a database, 

and are organized into different structures. Moodle main structures are: users, courses, and modules. Modules 

can be classified into three groups: resources, activities, and blocks (Presedo, Armendariz, López-Cuadrado, & 

Perez, 2015). In the second, questionnaires, tests, or examinations are established. This segment is the results of 

the items validation used in this investigation. 

Method 

The study involved 940 new students in the area of engineering of Instituto Tecnológico de Sonora. The 

instrument is a diagnostic mathematics test that consists of 22 items divided into seven topics: algebraic 

expressions grade 1, grade 2 and higher level, rational expressions, circumference, basic trigonometry, and 

exponential and logarithmic equations. Each item is multiple choice, consisting of a statement and four options 

with only one correct answer. 

Phase 1: Validation by experts 

A work plan was established with an expert in the area of mathematics from Instituto Tecnológico de Sonora 

in collaboration with an investigator in the study of Computerized Adaptive Test development from the University 

of Málaga. The validation by experts was conducted through an observation guide and the data obtained by the 

instrument were analyzed by matching attributes aligned to the research objectives. With the results of the observations, 

required changes to items were done. The observation guide described research objectives and was based on a 

Likert ranging, from 1 (very few) to 5 (very acceptable), the criteria to be evaluated were writing clearness, clear 

layout, contribution with assessment objectives, theoretical and empirical correspondence, completeness of the content, 

internal consistency among the items, evaluation of significant learning contribution to measure established constructs, 

and a space for observations was provided. The results showed that all criteria had a very acceptable rating. 

Phase 2. Pilot testing 

The test was applied through Moodle with a limit of 1 hour to be answered. Participants were divided into 

groups comprising of 90 students approximately, due to the number of computers available. Therefore, the 

application contemplated 10 groups that anwered the test during one day from 7 am to 6 pm. 

Phase 3. Validity and reliability from the results 

After running the pilot testing, the difficulty levels of the items, discrimination, biserial correlation, and 

reliability were analyzed through the development of a Rasch model supported in R and SPSS software. 
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About the items evaluation, based on Feedback (2018), the difficulty level of an item was analyzed, which is 

determined by the proportion of students with correct answers to each question in relation to the total group. This index 

shows how easy (values close to 1) or difficult (values close to 0) the question has been for the total population. 

Mathematically: Difficulty level =
number of correct answers

total number of students
 

In addition, the discrimination level was obtained by biserial correlation (rbis), which determined the level 

in which competencies measured by the test are also being measured by the item. The rbis provides an estimate 

about the Pearson product-moment correlation between the total score of the test and the item hipotetical 

continuos, when this is dichotomized into right and wrong answers (Henrysson, 1971). 

However, there is also the point biserial correlation (rpbis), which established the adequacy of people with 

correct answers, how much predictive power the item has, and how it can contribute to predictions. Based on 

Henrysson (1971) the rpbis indicates more about predictive validity of the test than the biserial correlation 

coefficient, since it tends to favor medium difficulty items. It is also suggested that the rpbis is a measure that 

combines the relationship between the item criteria and difficulty level. The test depends on its own difficulty 

for being adaptative, so the calculus rpbis was chosen, as is presented in the next equation: 

𝑟𝑝𝑏𝑖𝑠 =
�̅�1 − �̅�0

𝑆𝑥
∗ √

𝑛1𝑛0

𝑛(𝑛 − 1)
 

rpbis = biserial correlation point  

�̅�1 = Average of total scores of those who correctly answered the item. 

�̅�0 = Average of total scores of those who answered the item incorrectly. 

Sx = Standard deviation of the total scores. 

n1 = Number of cases with correct answer to the item. 

n0 = Number of cases with incorrect answer to the item. 

n = n0 + n1 

Results 

An analysis of difficulty level for each question and for the test in general was made, the results are presented 

in Table 2. 
 

Table 2 

Difficulty Level per Question 

Question Correct answer Difficulty level Question Correct answer Difficulty level 

1 917 0.97 12 667 0.70 

2 715 0.76 13 556 0.59 

3 541 0.57 14 649 0.69 

4 434 0.46 15 480 0.51 

5 544 0.57 16 414 0.44 

6 507 0.53 17 237 0.25 

7 255 0.27 18 854 0.9 

8 774 0.82 19 548 0.58 

9 807 0.85 20 566 0.6 

10 592 0.62 21 359 0.38 

11 523 0.55 22 538 0.57 
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The results indicate that the higher difficulty level (0.25) was found in the topic about algebraic expressions 

Grades 4 and 5, followed by 0.27 for the absolute value exercise. In contrast, the starting question about point 

location has the lowest difficulty level with 0.97. In relation to the general difficulty level of the test, a 0.59 grade 

was obtained. The test’s general average was 6.03. Figure 1 shows the frequencies of each level of difficulty and 

their normal behavior, this suggests that the test is balanced. 
 

 
Figure 1. Representation of test’s difficulty levels frequencies. 

 

Data above indicate that the test is appropriate, according to Backhoff, Larrazolo, and Roses (2000), the half 

level of test difficulty must range between 0.5 and 0.6; p values are distributed as follows: 5% of difficulty, 20% 

fairly easy, 50% with average difficulty, 20% moderately difficult, and 5% difficult. 

From calculating the biserial correlation point using Excel software, the following results were obtained (see 

Table 3). 
 

Table 3 

Index Discrimination and rpbis 

Question 
High  

(only 27%) 

Low  

(only 27%) 
n1 n0 rpbis Question 

High  

(only 27%) 

Low  

(only 27%) 
n1 n0 rpbis 

1 82 165 917 37 0.21 12 76 104 667 287 0.49 

2 78 115 715 239 0.46 13 71 79 556 398 0.53 

3 66 79 541 413 0.53 14 76 99 649 305 0.5 

4 53 64 434 520 0.53 15 63 66 480 474 0.54 

5 71 76 544 410 0.53 16 58 54 414 540 0.53 

6 59 78 507 447 0.53 17 33 31 237 717 0.46 

7 35 3. 4 255 699 0.47 18 82 149 854 100 0.33 

8 79 130 774 180 0.42 19 73 75 548 406 0.53 

9 81 137 807 147 0.39 20 72 80 566 388 0.53 

10 70 89 592 362 0.52 21 54 43 359 595 0.52 

11 71 70 523 431 0.53 22 74 71 538 416 0.53 

 

To obtain the biseral correlating point, the standard deviation is 0.42, average of correct answer 0.45, average 

of wrong answer 0, results according to each item’s level from 0.45 (correct response) to 0 (incorrect answer was 

used); therefore, the calculation of rpbis has an average of 0.48. As Backhoff et al. (2000) say, if the rpbis is less 
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than 0 it is negatively discriminated poorly from 0 to 0.14, from 0.15 to 0.25 is regular, is considered a good 

discriminative power from 0.26 to 0.35, and 0.35 and above is an excellent level. So, unlike the discrimination 

test only one question is at the regular level. Similarly, the data produced by the same platform used for the 

application of the test, established that the rate of feasibility has an average of 0.59, the discrimination index 0.39, 

and 0.52 for the discriminatory efficiency. So that, it can be inferred that the test is suitable for the application. 

In the case of reliability, the Rasch model in SPSS software generated the data shown in Table 4. 
 

Table 4 

Descriptive Statistics and Reliability Through Rasch Model in SPSS 

Number of cases Number of items People’s reliability index Item’s reliability index 

940 22 0.958 0.754 

 Scores Estimated measure (people) Standard error of estimation 

Mean 12.06 -0.03 0.31 

Standard deviation 3.74 0.446 0.042 

 

The reliability index of the items is between 0.734 and 0.775 with the base of the cases. Once detecting 

items and people who did not meet the expectations of the model, they were removed from the original database 

and the analysis was ran again. New reliability statistics showed a value of 0.74, indicating that the 

estimatimations of Rasch difficulty parameter were consistent. The people reliability index increased to 98.77%, 

in the case of estimation error it decreased to 1.2%. The characteristic curves of the items (CCR) were established 

as shown below, relating people’s measure and their chance of answering the item correctly. 
 

 
Figure 2. CCR of items 1, 2, 3, 4, 5, 6, 7, and 8. 

 

The CCR of item 1 demonstrates its behavior perfectly, because it is the easiest item, the possibility to be 

answered in a difficulty level of +4 is 1 and therefore is higher than -4 to 0.3. In exercises 2, 3, 4, 5, and 6, the 

CCR is presented uniformly, so then, to respond with a value -4 is the same for all three items and the same case 
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is presented in the difficulty of +4 whose probability is 1. Item 7 has a behavior that tends to the highest difficulty, 

this can be proved with the calculated index in SPSS (0.27). Item 8 behaves with probability of low difficulty, so 

that, the data tend to locate in the positive side. 
 

 
Figure 3. CCR of items 9, 10, 11, 12, 13, 14, 15, and 16. 

For items 9 and 12 there is a higher chance to be answered correctly, item 16 increases the probability of an 

incorrect answer. For the remaining items probability is average, students who solve exercises have the same 

chance of answering correctly or incorrectly. 
 

 
Figure 4. CCR of items 17, 18, 19, 20, 21, and 22. 



MATH TEST ITEMS’ VALIDATION FOR ADMISSION TO HIGHER EDUCATION 

 

127 

In Figure 4, CCR of items 17 and 21, represents a bigger chance for student to respond in direction to 

negative values of difficulty, item 18 established that the probability of a correct answer is higher. The remaining 

items have an average probability. With Rasch model it can be confirmed that easiest items are 1 and 8 and the 

hardest ones are 7 and 17 with an index below from 0.25. The mayor part of the items is located in a difficulty 

index from 0.5 to 0.7, so then the test is suitable for its application. 

Conclusions and Recommendations 

Rasch model application represents to obtain the reliability level of those being tested, of the test itself and 

the items consistency. There is a precise identification of the items’ behavior, allowing establishing if a restructure 

of items is needed or if the test is ready for its application to the population that is being studied.  

In the CCR of the items it can be seen that the skill level average of the examinees is very nivelated to the 

item difficulty average, most of the population was located above, this indicates that the test was slightly difficult 

for examinees. But the majority of the items are concentrated on intermediate skill levels, there are almost none 

items that provide information at high levels or low levels (only two in each cases). A startup test or diagnostic 

evaluation is desirable to provide items with optimal levels in technical quality in all skill levels and with the 

attributes described in the experts evaluation. 

Furthermore, the validation through Rasch assumes that the test is always measured with the same reliability, 

it is known that the parameters of the subjects with low ability levels would be estimated more accurately, or in 

the case of examinees located in high skill levels, with them the parameters of the difficult items could be 

estimated more accurately. Because of that, it is necessary to identify the difficulty and discrimination index with 

some other methods that support what is visualized in the model. In this analysis it was approached through the 

methodologies proposed by Backhoff et al. (2000), identifying that the items are appropiate to the test and only 

one of them should have an adjustment in its structure. 

The difficulty level of the test was 0.59, so a positive asymmetry is established congruent with what is 

wanted in a test. It was observed that there are items in all the range of difficulty and not only those focused on 

50% of difficulty, in order to measure the ability level of each person accurately and with equal opportunities. 

According to Hurtado (2018) medium difficulty tests show better results because they represent more accurate 

scales. 

In the correlation biserial point, average is located at 0.48, so based on theory the test has an excellent level. 

From the data obtained by Moodle platform, it shows an average of feasibility index in 0.59, discrimination index 

of 0.39, and discriminatory efficiency of 0.52, and it can be established that the test is suitable for its application. 

It is necessary to continue studying in detail the processes involved in items solution from the list of each 

item responses (in case they answered the item), being able to identify which processes represent different levels 

of difficulty in the items and to glimpse the characteristics shared by items of a similar difficulty level, generating 

item construct indicators and processes that must be done to get difficulty levels pursued and develop more 

adapted tests for the particular needs. 
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