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Abstract: In cognitive radio networks, a SU (secondary user) can share the same frequency band with the PU (primary user) as long 
as the interference introduced to the latter is below a predefined threshold. In this paper, the transmission performance in cognitive 

radio networks is studied assuming imperfect channel estimation, taking QoS (quality of service) constraints into consideration. It is 
assumed that the cognitive transmitter can perform channel estimation and send the data at two different rates and power levels 
depending on the activity of the PU. The existence of the PU can be detected by channel sensing. A two-state Markov chain process 
is used to model the existence of the PUs. The cognitive transmission is also configured as a state transition model depending on 
whether the rates are higher or lower than the instantaneous rate values. The maximum capacity of the SU under the delay constraint 
is investigated. The concept of effective capacity of the channel is applied. An optimization problem for rate and power allocation 
under interference and power constraints is formulated and solved. Numerical results are presented to illustrate the average effective 
capacity optimization and the impact of other system parameters.  
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1. Introduction 

Recent research in spectrum-sharing techniques has 

enabled different wireless communications 

technologies to coexist and cooperate towards 

achieving a better gain from the limited spectrum 

resources. This started when spectrum utilization 

measurements showed that most of the allocated 

spectrum experiences low utilization [1]. Certain 

administrative authorities, as the FCC (federal 

communications commission) and the NTIA (national 

telecommunications and information administration), 

for radio spectrum regulation, divide the radio 

spectrum into many frequency bands. They also license 

the often exclusive usage of these bands that are 

provided to operators, typically for a long time such as 
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one or two decades. Frequency bands are often idle in 

many areas, and inefficiently used. The concept of 

spectrum sharing occurred [2], as one device may 

transmit while others in the area are idle. Moreover, 

radio systems can dynamically use and release 

spectrum wherever and whenever they are available. 

There are two different cognitive radio strategies [3]. 

When the SUs can use the PU’s band only if not 

currently used by the owner PU, the scheme is known 

as overlay. The existence of the PU can be obtained 

through spectrum sensing. In the second approach, the 

SUs are allowed to avail the band even with the PU 

existence, but should control their interference powers 

to a tolerable threshold to not harm the PUs. This 

scheme is known as underlay. This paper adapts the 

second approach which, obviously, provides more 

spectrum efficiency [3, 4]. 

The main challenge for the SU is to control their 
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interference levels not to exceed the limit where it may 

introduce harmful impact to the PU. For this reason, 

interference should be carefully controlled under the 

assumption of imperfect channel estimation and under 

the probabilities of getting false alarms and/or 

misdetections in channel sensing process. The SU 

should also guarantee its own quality of service 

requirements by transmitting at certain power for 

desired rates and by limiting the delay encountered by 

the transmission in the buffers [5]. 

Wireless channel conditions vary over time due to 

changing environment and mobility. The imperfect 

channel fading coefficients are possible to be estimated 

through training techniques, which is critical for the 

successful deployment of cognitive radio systems in 

practice. 

In addition to channel estimation, activities of PUs 

should be detected through channel sensing. Hence, 

more challenging scenario may face the developers. 

There are certain interdependencies between these 

tasks of channel estimation and sensing. A mistake in 

channel sensing may lead to errors in the estimation of 

the channel coefficients. If the PUs are in the network 

but can not be detected, the channel estimate may be 

worse. Studying the transmission performance of 

cognitive radio in a practical scenario in which SUs 

perform channel sensing, channel estimation, and 

operate under QoS  requirements is the main 

motivation for recent research. 

Some early research in the channel estimation was 

studied by an analytical approach to the design of 

pilot-assisted techniques [6]. PAT (pilot assisted 

transmission), in which a known training symbol is 

multiplexed with the data symbols, may be used to 

estimate the channel state and to adapt the receiver 

parameters accordingly [7, 8]. 

For practical wireless networks, considering the 

QoS delay requirement deterministically is unrealistic 

because of the time-varying feature of wireless 

channels. Discussing the statistical case for QoS delay 

becomes more practical. Effective capacity is an 

appropriate technique in evaluating the capability of a 

time-varying wireless channel to support data 

transmissions. The concept of effective capacity has 

been introduced to support QoS requirement [9]. It can 

be defined as the maximum constant arrival-rate that 

can be supported by the time-varying service process 

where the QoS  delay requirement of the system is 

satisfied [5, 10]. The authors in Ref. [11] studied the 

effective capacity of cognitive radio networks in the 

existence of statistical QoS constraints assuming the 

availability of perfect channel side information at the 

two cognitive radio sides. 

In this paper, we investigate the concept of the 

effective capacity in cognitive radio channels, and 

identify the performance limits under imperfect 

channel estimation and quality of service constraint. 

The cognitive radio initially performs channel sensing, 

then the channel fading coefficients are estimated in 

the training phase of the transmission. Finally, data 

transmission is performed. The activity of PU is 

modeled by a Markov process. In this work, we jointly 

evaluate and optimize the training symbol and data 

symbol powers and transmission rates of the SUs. 

The rest of the paper is organized as follows. In 

Section 2, the cognitive channel model is given. 

Channel sensing expressions are formulated. Section 3 

discusses the channel training with pilot symbols and 

derives the MMSE channel estimation technique. In 

Section 4, data transmission phase and its performance 

is studied, and a state transition model for cognitive 

radio transmission is introduced. In Section 5, we 

formally define the effective capacity in terms of QoS 

constraints and identify the optimum throughput that 

the SU can achieve. We provide numerical results in 

Section 6, and conclude the paper in Section 7. 

2. Channel Model and Spectrum Sensing 

Fig. 1 depicts the proposed frame model for the 

cognitive transmission. Initially, the SU performs 

channel sensing which lasts τ seconds of a frame of 

total duration T seconds. We assume that pilot 
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Fig. 1  Transmission frame model consisting of channel 
sensing, a single symbol as a pilot, and data transmission.  
 

symbols are employed in the system to facilitate the 

sensing of channel fading coefficients. This will make 

the receiver able to track the time-varying channel. 

Since the MMSE estimate only depends on the training 

energy, not depend on the training duration [12], it can 

be claimed that transmission of a single pilot at every T 

seconds is enough and optimal [12, 13]. Instead of 

increasing number of pilot symbols, a single symbol 

with relatively high power is used as a pilot. With this, 

a decrease in the duration of the data transmission can 

be avoided. Consequently, it is assumed that the 

transmission is over time-selective flat fading channel 

in which fading remains constant in each frame.  

Both powers of pilot and data symbols, and 

transmission rates are related to the channel sensing 

results. Let ܵ௕  and ݎ௕  be the average transmission 

power and rate if the PU is detected as busy, 

respectively, while, they are ܵௗ and ݎௗ, if the channel 

is detected as idle. The secondary transmitter should 

terminate the transmission, i.e., ܵ௕ ൌ 0 , when the 

detection process senses the existence of the PU. The 

input-output relation between the cognitive transmitter 

and receiver in the ݅௧௛  symbol duration can be 

expressed as  

௜ݕ ൌ ൜
݄௜ݔଵ௜ ൅ n௜,   ܷܲ  is  idle
݄௜ݔଶ௜ ൅ ݊௜ ൅ ,௜ߞ  ܷܲ  is busy      (1)  

where, ݔଵ௜  and ݔଶ௜  are the secondary transmitted 

signal when the channel is idle and busy respectively. 

y୧ denotes the channel output signal, ݄௜ represents the 

fading coefficient between the cognitive transmitter 

and receiver, modeled as Rayleigh random distribution 

with rms  value of α . The statistical values of the 

Rayleigh distribution random variable is Ref. [14]:  

ቐ
ሾ݄ሿܧ ൌ ටߙ

గ

ଶ

௛ߪ
ଶ ൌ ଶሺ2ߙ െ

గ

ଶ
ሻ

      (2) 

The term ሼ݊௜ሽ in Eq. (1) is random noise samples at 

the cognitive receiver, that are zero-mean Gaussian 

distributed with variance ߪ௡
ଶ  for all ݅ . The term ߞ௜ 

represents the sum of active PUs’ signals received at 

the cognitive receiver with a variance of ߪ఍
ଶ. 

Among different spectrum sensing schemes for 

reliably identifying the spectrum holes, Energy 

Detection incurs a very low implementation cost and is 

hence widely used [15]. It has a good resistance against 

fast time varying radio environment where none a 

priori knowledge about the PU is required 

(non-coherent detector). In order to identify the 

presence of PU with unknown frequency locations, 

energy detector serves as the optimal sensing scheme 

since it only needs to measure the power of the 

received signal [15, 16]. 

Spectrum sensing is to decide between the following 

two hypotheses:  

࣢଴:    ݖ௜ ൌ ݊௜    ݅ ൌ 1, 2 ڮ  ,ܤ߬

࣢ଵ:    ݖ௜ ൌ ݊௜ ൅ ݅    ௜ߞ ൌ 1, 2 ڮ  .ܤ߬

Since the bandwidth is ܤ, we have ߬ܤ symbols in a 

duration of ߬  seconds. By the assumption that ሼߞ௜ሽ 

signal samples are ݅. ݅. ݀. , the optimal detector 

response for this hypothesis problem is given in Ref. 

[17] by  

ࣴ ൌ
ଵ

ఛ஻
∑  ఛ஻

௜ୀଵ ௜|ଶݖ| ࣢భش

࣢బ  (3)         ߜ

where, δ is a pre-designed threshold. The cognitive 

radio assumes that the primary system is in operation if 

ࣴ ൒  ࣢଴. Assuming ࣢ଵ. Otherwise, it assumes ,.i.e ߜ

 is sufficiently high, ࣴ can be approximated, using ܤ߬

Central Limit Theorem, as a Gaussian random variable 

with mean and variance  

ॱሾࣴሿ ൌ ቊ
௡ߪ

ଶ      ܷܲ  is  idle 
఍ߪ

ଶ ൅ ௡ߪ
ଶ       ܷܲ  is  busy 

       (4) 

and  

ࣴߪ
ଶ ൌ ൝

௡ߪ
ସ/ሺ߬ܤሻ  idle  

ሺଶሺఙഅ
రାఙ೙

రሻିሺఙഅ
మିఙ೙

మሻమሻ

ఛ஻
busy ,

       (5) 

respectively. The probabilities of detection, false alarm 

and missing of energy detector (miss detection occurs 

when the PU is in operation but the cognitive radio fails 
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to sense it) are given as follows [18]  

ௗܲ ൌ ሼࣴݎܲ ൐  ࣢ଵሽ|ߜ

ൌ ܳ

ۉ

ۈ
ۇ ఋିఙഅ

మିఙ೙
మ

ඨమቀሺ഑അ
రశ഑೙

ర ሻషሺ഑അ
మష഑೙

మ ሻమቁ

ഓಳ ی

ۋ
ۊ

,            (6) 

௙ܲ ൌ ሼࣴݎܲ ൐ ࣢଴ሽ|ߜ ൌ ܳ ൬
ఋିఙ೙

మ

ඥఙ೙
ర/ఛ஻

൰,     (7) 

௠ܲ ൌ ࣢ଵሽ|ሼ࣢଴ݎܲ ൌ 1 െ ௗܲ,      (8) 

where, ܳሺڄሻ represents the complementary distribution 

function of the standard Gaussian distribution [19]. 

Regarding the channel sensing result, the cognitive 

radio network has the following four cases: 

Correct detection: with two possible cases; 

Channel is busy, detected as busy, (BB); 

Channel is idle, detected as idle, (DD); 

Miss detection: channel is busy, detected as idle 

(BD); 

False alarm: Channel is idle, detected as busy (DB). 

3. Pilot Power Analysis 

In PAT (pilot aided (or assisted) transmission), a 

known symbol is embedded in the data transmitted 

stream to facilitate the receiver to estimate the channel 

fading coefficients [20]. The cognitive transmitter 

sends one pilot symbol after the processing of channel 

sensing to make the receiver able to estimate the 

channel coefficients. Obviously, this estimation will be 

affected by channel sensing results. 

As mentioned in Section 2, with the assumption of 

constant fading within a frame, one pilot symbol is 

adequate to provide estimations. The first ߬ seconds of 

a frame with duration T is reserved for sensing process, 

while sending a single pilot with relatively high power 

is optimal [13]. This increases the duration of the data 

transmission. After channel sensing and pilot symbol 

transmission phases, the rest ሺܶ െ ߬ሻܤ െ 1 symbols are 

devoted for data transmitting. The average input power 

in each frame can be written as  

௟ܵ ൌ ∑  ்஻
௜ୀఛ஻ାଵ ॱሾ  |ݔ௟௜|ଶሿ;  ݅ ൌ 0, 1 , ڮ ,    ݈ ൌ 1, 2   (9) 

where, ݔ௟௜  is defined in Eq. (1). Thereby, the total 

power assigned to the pilot and data symbols in a frame 

is limited by Sୠ when the channel is sensed as busy, or 

by ܵௗ  when the channel is sensed as idle. For the 

possible two cases mentioned above in which the 

channel is busy (i.e., BB  and BD ), the cognitive 

transmitter transmits with an average power Sୠ for the 

case of BB. While for the case of BD, the cognitive 

transmitter transmits with an average power ܵௗ , 

making the active PU suffer from interference 

introduced by the SU. It is assumed that depending on 

the capabilities of the transmitters and the energy 

resources they are equipped with, there exists peak 

constraints on both average powers, say: ܵ௠. 

Additionally, in order to mitigate the average 

interference and protect the PU, the following 

constraint on ܵ௕ and ܵௗ must be imposed:  

ௗܲܵ௕ ൅ ௠ܲܵௗ ൑ ܵ௠        (10) 

where, Pୢ  and P୫ ൌ ሺ1 െ Pୢ ሻ  are the detection and 

miss-detection probability defined in Eqs. (6) and (8), 

respectively. Now, the average interference 

experienced by the PU can be expressed as  

ॱ൛Pୢ Sୠหhୡ୮|ଶ ൅ P୫Sୢหhୡ୮|ଶൟ 

ൌ ሺ ௗܲܵ௕ ൅ ௠ܲܵௗሻॱሼ|hୡ୮|ଶሽ ൑  ௠    (11)ܫ

where, ݄௖௣ denotes the fading coefficient between the 

cognitive transmitter and primary receiver, and ܫ௠ is 

the average interference constraint. Note that ݄௖௣  is 

not known at the cognitive transmitter and hence the 

cognitive transmitter can not adapt its transmission 

according to it. However, if the statistics of this 

coefficient (ॱሼ|hୡ୮|ଶ) is known, then in order to satisfy 

Eq. (11), the cognitive transmitter can choose 

ܵ௠ ൌ
ூ೘

ॱሼ|௛೎೛|మሽ
. 

The pilot symbol power is also related to the sensing 

result. Let the power of pilot symbol be ܵ௣௕ = ߤ௕ܵ௕ if 

the PU is detected, while, it is ܵ௣ௗ = ߤௗܵௗ when PU is 

not detected, where ߤ௕  and ߤௗ  are fractions of the 

total power assigned to the pilot symbol and data when 

channel is detected as busy and idle, respectively. 

Since we assume that the fading coefficients {݄௜} been 

constant within each frame, the index ݅ will be omitted. 



Channel Estimation and Effective Capacity over Imperfect Rayleigh Channel Environment in Cognitive 
Radio Networks 

  

1011

The received signal in the pilot phase in a certain frame 

(i.e., ݕ௣), can be written as  

௣ݕ ൌ

ە
ۖ
۔

ۖ
ۓ

݄ሺܵ௣௕ሻଵ/ଶ ൅ ݊ ൅ ߞ  ݁ݏܽܿ  ܤܤ  

݄ ሺܵ௣ௗሻଵ/ଶ ൅ ݊  ݁ݏܽܿ  ܦܦ  

݄ ሺܵ௣ௗሻଵ/ଶ ൅ ݊ ൅ ߞ  ݁ݏܽܿ  ܦܤ  

݄ ሺܵ௣௕ሻଵ/ଶ ൅ ݊ . ݁ݏܽܿ  ܤܦ  

(12) 

If the receiver employs MMSE (minimum 

mean-square error) estimator to obtain the estimated 

fading coefficients, then the estimates can be found 

using MMSE estimation [13, 21] as  

෠݄ ൌ

ە
ۖ
۔

ۖ
ۓ

ඥௌ೛್ఙ೓
మ

ௌ೛್ఙ೓
మାఙ೙

మାఙഅ
మ ௣ݕ  ܤܦ  &  ܤܤ

ඥௌ೛೏ఙ೓
మ

ௌ೛೏ఙ೓
మାఙ೙

మ ௣ݕ . ܦܦ  &  ܦܤ
   (13) 

It is essentially to know that the MMSE estimates 

given above are related to the channel sensing results. 
෠݄ in Eq. (13) is the estimated channel fading, which is 

a circularly symmetric, complex, Gaussian random 

variable with zero mean and variance ߪ௛෡
ଶ  (i.e., 

෠݄~ࣝࣨሺ0,  σ୦෡
ଶሻ . It can be expressed as ෠݄ ൌ ݓ௛෡ߪ , 

where ݓ  is a standard complex Gaussian random 

variable, (i.e., w~ࣝࣨሺ0, 1ሻ . Thus the fading 

coefficient can now be expressed as follows [22]: 
෠݄ ൌ ݄ ൅  (14)              ,ߝ

where ߝ is the estimate error in the fading coefficient 

݄, and ߝ~ࣝࣨሺ0, ఌߪ 
ଶሻ [6, 22, 23]. 

Now, the input-output relationship for data phase in 

Eq. (1) can be rewritten as:  

ොݕ ൌ ቊ
෠݄ݔଵ ൅ ݊ ൅ ߞ      channel  is  busy,
෠݄ݔଶ ൅ ݊      channel  is  idle ,

    (15) 

The estimation of the channel variance is Ref. [20] 

௛෡ߪ
ଶ ൌ

ە
ۖ
ۖ
ۖ
۔

ۖ
ۖ
ۖ
ۓ

ௌ೛್ఙ೓
ర

ௌ೛್ఙ೓
మାఙ೙

మାఙഅ
మ   ܤܤ 

ௌ೛೏ఙ೓
ర

ௌ೛೏ఙ೓
మାఙ೙

మ   ܦܦ

ௌ೛೏ఙ೓
ర

ሺௌ೛೏ఙ೓
మାఙ೙

మሻమ ሺܵ௣ௗߪ௛
ଶ ൅ ௡ߪ

ଶ ൅ ఍ߪ
ଶሻ  ܦܤ

ௌ೛್ఙ೓
ర

ሺௌ೛್ఙ೓
మାఙ೙

మାఙഅ
మሻమ ሺܵ௣௕ߪ௛

ଶ ൅ ௡ߪ
ଶሻ , ܤܦ 

  (16) 

Using Eqs. 2 and 16 , the variance of the estimation 

error ߪఌ
ଶ can be written as  

ఌߪ
ଶ ൌ ௛෡ߪ

ଶ ൅ ଶሺ1ߙ ൅
஠

ଶ
ሻ,          (17) 

by assuming that there is no correlation between the 

error and its estimation. We have omitted the subscript 

݅  in above equation because of the block fading 

assumption, and because of the assumed identicalness 

property of the fading coefficient and its estimates 

random variables in each frame. 

4. Data Transmission Phase 

Finding the capacity of the channel in Eq. (15) is not 

an easy task. A lower bound capacity is generally 

obtained by considering the estimate error ߝ  as 

another source of Gaussian noise, i.e., by considering 

the term (ݔ ߝ௟ ൅ ݊); l ൌ 1, 2, in Eq. (15) as Gaussian 

distributed noise uncorrelated with the input [5]. 

The channel can be modeled as a two Morkov chain 

states (i.e., ON and OFF), for the state when target 

transmission rate is greater than or less than the 

instantaneous rate that the channel can support, 

respectively. These two states are possible in each of 

the four cases discussed above. Hence, totally there are 

eight states (2 ൈ 4).  

Considering the channel estimation results and 

interference generated by the PU ζ , we have the 

following lower bounds instantaneous channel 

capacities in a frame for the four scenarios described 

above:  

௞ܥ
௟ ൌ ௢logଶሺ1ܥ ൅ ݇        ,ଶሻ|ݓ|௞ߟ ൌ 1, 2, 3, 4  (18) 

where ܥ௢ ൌ
ሺ்ିఛሻ஻ିଵ

்
, and  

௞ߟ ൌ

ە
ۖ
ۖ
ۖ
۔

ۖ
ۖ
ۖ
ۓ

ௌ೏್ఙ೓෡
మ

ௌ೏್ఙഄ
మାఙ೙

మାఙഅ
మ     ݇ ൌ 1  ;  BB   

ௌ೏೏ఙ೓෡
మ

ௌ೏೏ఙഄ
మାఙ೙

మ     ݇ ൌ 2  ;  DD   

ௌ೏೏ఙ೓෡
మ

ௌ೏೏ఙഄ
మାఙ೙

మାఙഅ
మ     ݇ ൌ 3  ;  BD  

ௌ೏್ఙ೓෡
మ

ௌ೏್ఙഄ
మାఙ೙

మ     ݇ ൌ 4  ;  DB   

  (19) 

௞ܥ
௟  is the frame’s lower band capacity of each 

scenario k, which are obtained by assuming the factors 

ሼߝ ڄ ሽݔ  and ሼߞሽ  in Eq. (15) as worst case noises 

whereas these noises are considered as Gaussian 

distributed [10]. ܵௗ௕ is the data symbol power when 
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the channel is detected as busy, while ܵௗௗ is the data 

symbol power when the channel is detected as idle. 

These two powers are related to the cognitive average 

powers, as ܵௗ௕ ൌ ܵ௕ሺ1 െ ௢ܥܶ/௕ሻߤ ൌ ܵ௕ሺ1 െ

௕ሻ/ሺܶߤ െ ߬ሻܤ െ 1ሻ , and ܵௗௗ ൌ ܵௗሺ1 െ ௗሻ/ሺܶߤ െ

߬ሻܤ െ 1ሻ. 

Since ݓ~ࣝࣨሺ0, 1ሻ, the magnitude |ݓ| will have 

the Rayleigh distribution and the squared magnitude 

ଶ|ݓ|  will have Exponential distribution with unity 

mean. The transmitter will transmit the information at 

the desired rate regardless of the channel conditions. 

We assume that the transmitter will send its data at 

fixed rate ݎ௕ if the channel is sensed as busy, and at ݎௗ 

if it is sensed as idle. If these rates are below the 

instantaneous capacity values, i.e., when ݎ௕ ൏ ଵܥ
௟, ସܥ

௟  

or ݎௗ ൏ ଶܥ
௟, ଷܥ

௟ , the transmission can be assessed to be 

in the ON state and, so, the target rates can be achieved. 

While , if ݎ௕ ൒ ଵܥ
௟, ସܥ

௟  or ݎௗ ൒ ଶܥ
௟, ଷܥ

௟ , the channel is in 

the OFF state, where reliable communication can not 

be achieved. 

The activity of the PU between the frames can be 

also modeled as a two-state Markov model. Busy state 

indicates that the PU occupied the channel, and iDle 

state indicates the absent of the PU in the channel, as 

can be seen in Fig. 2. Switching from busy state to idle 

state and from idle state to busy state is with probability 

b and d, respectively. The state transition is assumed 

to occur every ܶ s. 

Taking into account the four possible cases related to 

the channel sensing results jointly with the reliability of 

the transmissions states, the cognitive radio 

transmission can be represented by state transition 

model as P(8ൈ 8) transition matrix denoted as  

ࡼ ൌ

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
1݌ 2݌ 3݌ 4݌ 5݌ 6݌ 7݌ 8݌
1݌ 2݌ 3݌ 4݌ 5݌ 6݌ 7݌ 8݌

Ԣ1݌ Ԣ2݌ Ԣ3݌ Ԣ4݌ Ԣ5݌ Ԣ6݌ Ԣ7݌ Ԣ8݌

Ԣ1݌ Ԣ2݌ Ԣ3݌ Ԣ4݌ Ԣ5݌ Ԣ6݌ Ԣ7݌ Ԣ8݌
1݌ 2݌ 3݌ 4݌ 5݌ 6݌ 7݌ 8݌
1݌ 2݌ 3݌ 4݌ 5݌ 6݌ 7݌ 8݌

Ԣ1݌ Ԣ2݌ Ԣ3݌ Ԣ4݌ Ԣ5݌ Ԣ6݌ Ԣ7݌ Ԣ8݌

Ԣ1݌ Ԣ2݌ Ԣ3݌ Ԣ4݌ Ԣ5݌ Ԣ6݌ Ԣ7݌ ےԢ8݌
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

  (20) 

The transition probabilities depend on channel 

coefficients, sensing probabilities, transmission rates, 

and the two state Markov model in Fig. 2. Table 1 

summarizes the entries of the matrix ܲ, where ߣ௞ in 

the table is defined as:  

௞ߣ ൌ ൞

ଶሺೝ್/಴೚ሻିଵ

ఎ೔
, ݇ ൌ 1, 4;

ଶሺೝ೏/಴೚ሻିଵ

ఎ೔
, ݇ ൌ 2, 3.

      (21) 

The details are provided in Appendix A. According 

to the entries of the matrix ܲ displayed in Table 1, the 

rank of this matrix is 2. All the transition probabilities 

are functions of ߣ௞ which is specified in Eq. (21). 

5. Effective Capacity Optimization CU 

5.1 Preliminary on Effective Capacity 

The EC  (Effective Capacity) (or Effective 

Bandwidth) theory is a powerful approach to evaluate 

the capability of a wireless channel to support data 

transmissions with diverse statistical QoS (quality of 

service) guarantees [9, 10, 24, 25]. It is defined as the 

maximum constant arrival rate that the channel can 

support while meeting the QoS requirement [10]. 

In particular, the statistical QoS guarantee can be 

characterized by a metric called QoS exponent  
 

 
Fig. 2  PU activity between two states: busy and idle. 

 

Table 1  The transition probabilities of Matrix ࡼ. 
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denoted by 0) ߠ ൏ ߠ ൏ ∞) [9]. The QoS exponentθ 

characterizes the exponentially decaying rate of the 

violation probability against the queue-length 

threshold [10]. With the pair (Effective Capacity EC 

and QoS exponent ߠ), it can be observed that there is 

tradeoff between the QoS requirement and the system 

rate. Higher ߠ  represents more stringent delay QoS 

requirements, and vice versa. 

The delay, which is a QoS  measure, can be 

described through the probability that the    

occupancy of the buffer is higher than a specific value, 

say ݔ , so the QoS  exponent can be formulated      

as [10]  

ߠ ൌ െ lim
௫՜ஶ

୪୭୥௉௥ሼ௅வ୶ሽ

௫
,        (22) 

where ܮ is the cognitive queue length and follows the 

equilibrium queue-length distribution of the buffer at 

the source [9, 25]. When ߠ ՜ 0, the user does not 

impose any delay constraints on the service    

process. On the other hand, ߠ ՜ ∞ implies that any 

delay is not tolerable, and thus the effective    

capacity reduces to the minimum supportable service 

rate. 

From Eq. (22), for large ݔ, (ݔ௠), the buffer violation 

probability can be approximated as  

Prሼܮ ൐ ௠ሽݔ ൎ expሺെݔ௠ߠሻ.      (23) 

Smaller ߠ  corresponds to looser constraints, and 

larger ߠ implies more strict QoS constraints. 

5.2 Framework for Effective Capacity Optimization 

In this subsection, we aim to analyze the maximum 

capacity that the cognitive radio channel can achieve. 

The effective capacity for a given θ is defined in Refs 

[9, 26] as  

௖ܧ ൌ െlim
௧՜ஶ

ଵ

ఏ௧
logॱሺexpሺെܴߠሺݐሻሻ,    (24) 

where ܴሺݐሻ ൌ ∑  ௧
௜ୀଵ ሺ݅ሻݎ  is the time-accumulated 

service process. Here we assume that ݎሺ݅ሻ is discrete 

time stationary and ergodic stochastic service process. 

ॱሺڄሻ  is the expectation with respect to the random 

variable ݎ. 

It can be noticed that the service rate is ݎሺ݅ሻ ൌ  ௕ܶݎ

if the SU is in the state ONଵ or ON଻ at time ݅ (the 

subscript number points to the state number). Similarly, 

the service rate is ݎሺ݅ሻ ൌ  ௗܶ in the states ONଷ andݎ

ONହ. For the remaining states ሺܱܨܨ௝, ݆ ൌ 2,4,6,8ሻ, the 

target transmission rate is greater than the 

instantaneous channel capacities and, so, 

communication can not be achieved. This leads to 

vanish all the service rates in these four even    

states. 

Eq. (24) can be solved using the technique given in 

Ref. [24] as follows  

௖ܧ ൌ
ଵ

ఏ
log ሺߩሺܯሻሻ ൌ

ଵ

ఏ
logߩሺܦ ڄ ܲሻ,    (25) 

where, ߩሺܯሻ  function is the spectral radius of the 

matrix ܯ ܦ , ൌ diagሺ݀ଵሺߠሻ, ڮ , ݀ேሺߠሻ  is a diagonal 

matrix with elements equal to the moment generating 

functions of the processes in the ܰ states [24] (here, 

we have 8 states). Spectral radius of a matrix is the 

maximum of the absolute values of its eigenvalues, i.e., 

ሻܣሺߩ ൌ
ୢୣ୤

max
௜

ሺ|߱௜|ሻ , ω୧Ԣsaretheeigenvalues  of the 

matrix A ሾ27ሿ. ܲ in Eq. (25) is the transition matrix 

given in Eq. (20). Note that in our assumptions, the 

transmission rates are deterministic and constants in 

each state, thus, the possible rates are: ܶݎ௕, ܶݎௗ, and 0 

for which the moment generating functions 

்݁ఏ௥್,  ்݁ఏ௥೏  and 1 , respectively. Therefore, D ൌ

diagሺ்݁ఏ௥್, 1, ்݁ఏ௥೏, 1, ்݁ఏ௥೏, 1,  ்݁ఏ௥್, 1ሻ. So the 

matrix ܯ can be filled as 

ܯ ൌ ሺܦ ڄ ܲሻ ൌ 

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
τୠpଵ τୠpଶ τୠpଷ τୠpସ τୠpହ τୠp଺ τୠp଻ τୠp଼
pଵ pଶ pଷ pସ pହ p଺ p଻ p଼

τୢpԢଵ τୢpԢଶ τୢpԢଷ τୢpԢସ τୢpԢହ τୢpԢ଺ τୢpԢ଻ τୢpԢ଼

pԢଵ pԢଶ pԢଷ pԢସ pԢହ pԢ଺ pԢ଻ pԢ଼
τୢpଵ τୢpଶ τୢpଷ τୢpସ τୢpହ τୢp଺ τୢp଻ τୢp଼
pଵ pଶ pଷ pସ pହ p଺ p଻ p଼

τୠpԢଵ τୠpԢଶ τୠpԢଷ τୠpԢସ τୠpԢହ τୠpԢ଺ τୠpԢ଻ τୠpԢ଼

pԢଵ pԢଶ pԢଷ pԢସ pԢହ pԢ଺ pԢ଻ pԢ଼ ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

(26) 

where ߬௕ ൌ ்݁ఏ௥್ , and ߬ௗ ൌ ்݁ఏ௥೏  are the moment 

generating functions of the possible rates when the 

channel is busy and idle respectively. 

It is easy to note that the matrix ܯ has also a rank of 

2. The characteristic polynomial of the matrix can be 

written as(see Appendix B for details):  
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ܳሺ߱ሻ ൌ ߱ଶ െ ଻߱ܥ ൅  ଺,        (27)ܥ

where the nonzero-eigenvalues ߱  can be found by 

solving the quadratic Eq. (27). 

The effective capacity in Eq. (24) can be optimized 

by choosing the maximum values of ݎ௕ and ݎௗ over 

the optimized power allocation constraints. This 

maximization is firstly done by choosing the maximum 

value of the eigenvalue of the matrix (D ڄ P) which 

maximizes the function ߩሺܯሻ  in Eq. (25). Another 

optimization should be done over the entire variables 

which will lead to the optimal effective capacity 

formula.   

The effective capacity expression in Eq. (28) is 

obtained by choosing the largest value of the 

eigenvalues of the matrix M  for a given sensing 

duration τ, detection threshold δ, and QoS exponent 

θ. One can note that if the sensing results are perfect 

with no errors, i.e., the detection probability ௗܲ ൌ 1, 

and so ( ௠ܲ ൌ ௙ܲ ൌ 0), the transition probabilities in 

matrix P, ݌ହ ൌ ଺݌ ൌ ଻݌ ൌ ଼݌ ൌ Ԣହ݌ ൌ Ԣ଺݌ ൌ Ԣ଻݌ ൌ

Ԣ଼݌ ൌ 0  in the effective capacity expression in     

Eq. (28). 

An analytical optimized solution for the problem Eq. 

(28) is possible whenever the generating function has 

an analytical expression [28. 29]. In the following 

section, we investigate the impact of several 

parameters on the effective capacity through numerical 

results. 

6. Numerical Results 

In this section, numerical results are presented to 

illustrate the impact of the sensing duration τ , 

detection threshold ߜ , and other factors on the 

effective capacity. Without loss of generality, we set all 

variances to unity ( ௛ߪ ൌ ௡ߪ ൌ ఍ߪ ൌ 1 ). We also 

assume the symbol rate B ൌ 10,000 symbol/sec, and 

the frame duration ܶ ൌ 0.25s. This means there are 

2,500 symbols in the frame. Unless they are not 

variable, time allocated for sensing is set to 5 ms, and 

QoS exponent ߠ is assumed to be 10%. The maximum 

average power constraint ܵ௠ ൌ 20 dB . The fraction 

assigned to the pilot symbol is 10%  whether the 

channel is busy or idle (i.e., ߤ௕ ൌ ௗߤ ൌ 0.1 ). To 

simplify the objective function of the effective   

capacity, we set the transition probabilities of the 

two-state Markov model in Fig. 2: ܾ and ݀, such that 

ܾ ൌ 1 െ ݀. It is further assumed that in each frame, PU 

activity does not change, while it may change frames. 

independently from one state to another across the 

frame. 
 

௖ܧ
௢௣௧ ൌ max െ

1
ܤܶߠ

logሼ
1
2

ሺ߬௕ሺ݌ଵ ൅ Ԣ଻ሻ݌ ൅ ߬ௗሺ݌ହ ൅ Ԣଷሻ݌ ൅ ଶ݌ ൅ ଺݌ ൅ Ԣସ݌ ൅ Ԣ଼ሻ݌

൅
1
2

ሺ߬௕ሺ݌ଵ ൅ Ԣ଻ሻ݌ ൅ ߬ௗሺ݌ହ ൅ Ԣଷሻ݌ ൅ ଶ݌ ൅ ଺݌ ൅ Ԣସ݌ ൅ Ԣ଼ሻଶ݌

െ 4ሺ߬௕
ଶሺ݌ᇱ

଻ ݌ଵ െ ᇱ݌
ଵ ݌଻ሻ ൅ ߬ௗ

ଶሺ݌ହ ݌ᇱ
ଷ െ ᇱ݌ ଷ݌

ହሻ ൅ ߬௕ሺ݌ᇱ
଻ ݌ଶ ൅ ᇱ݌

଻ ݌଺ െ ᇱ݌
ଵ ݌ସ െ ᇱ݌

ଶ ݌଻ െ ᇱ݌
ହ ݌଻ െ ଻݌ Ԣ଺݌

െ ଼݌ Ԣଵ݌ ൅ ଵሻ݌ Ԣ଼݌ ൅ ߬ௗሺ݌Ԣଷ ݌ଶ െ ଷ݌ Ԣଶ݌ െ Ԣହ݌ ସ݌ ൅ Ԣସ݌ ହ݌ െ Ԣ଺݌ ଷ݌ ൅ Ԣଷ݌ ଺݌ െ ଼݌ Ԣହ݌ ൅ ହሻ݌ Ԣ଼݌
൅ ߬௕߬ௗ൫݌ᇱ

ଷ ݌ଵ ൅ ᇱ݌
଻ ݌ହ െ ᇱ݌

ଵ ݌ଷ൯

െ ସ݌ Ԣଶ݌ ൅ ଶ݌ Ԣସ݌ ൅ ଵ݌ Ԣସ݌ െ Ԣ଺݌ ସ݌ ൅ Ԣସ݌ ଺݌ െ ଼݌ Ԣଶ݌ െ ଼݌ Ԣ଺݌ ൅ ଺݌ Ԣ଼݌ ൅ ଶሻሻ݌ Ԣ଼݌
ଵ
ଶሽ                       ሺ28ሻ

ܵ. .ݐ 0 ൏ ܵ௕, ܵௗ ൑ ܵ௠

0 ൏ ,௕ߤ ௗߤ ൑ 1
,௕ݎ ௗݎ ൒ 0

ௗܲܵ௕ ൅ ௠ܲܵௗ ൑ ܵ௠

ሺ ௗܲܵ௕ ൅ ௠ܲܵௗሻॱሺ|݄௖௣|ଶሻ ൑ ௠ܫ

 

 

In Fig. 3, the normalized effective capacity is plotted 

versus the delay QoS  exponent ( ߠ ) for various 

interference-limit values. We observe that the capacity 

increases as ߠ  decreases. However, the gain in the 

effective capacity decreases for higher values of ߠ . 

The figure shows that in the case with loose QoS 
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Fig. 6  Effective capacity versus probability of detection ࢊࡼ 

for different values of ࢓ࡿ.  
 

 
Fig. 7  Normalized effective capacity versus the ratio of 
power pilot symbol to the total power allocated for different 

values of ࢎ࢚ࡵ. 
 

7. Conclusions 

In this paper, the effective capacity of cognitive 

radio channels has been analyzed taking into account 

QoS constraints, imperfect channel information, and 

transmission power limitations. First, a system model 

is introduced in which the cognitive transmitter 

initially senses the channel in order to detect the 

activity of the PU. It then sends a pilot symbol for 

channel estimation followed by data transmission. An 

energy detector is adopted to perform channel sensing, 

which incurs a very low implementation cost and is 

widely used. The estimation of the channel fading 

coefficients is performed through pilot transmission in 

the training phase. The MMSE  (minimum mean 

square error) estimator is assumed to be employed at 

the receiver. Through the study, the interrelation 

between channel sensing and estimation has been 

investigated. We have observed that degradation in the 

channel estimation is a result of faulty sensing. The 

cognitive transmitter is assumed to transmit data at 

fixed powers and rates according to the channel 

sensing results. For the SU, we have constructed a 

state-transition model taking into account the 

reliability of the transmission, channel sensing results, 

and the PU activity in the channel. We have formulated 

the transition probabilities for this model. A closed 

form for the effective capacity is obtained as a function 

of exponent delay constraint. Numerical results are 

provided to examine the impact of delay constraint, 

interference limit, channel sensing duration, threshold, 

and sensing probabilities on the effective capacity. 

Many insightful observations and investigations are 

presented. 

Appendix A 

ଵ݌ ൌ Pr{the channel is being busy and it is detected 

as busy and ݎ௕ ൏ ଵܥ
௟ሺ݇ሻ in the ݇௧௛  frame given that 

the channel is being busy and it is detected as busy and 

௕ݎ ൏ ଵܥ
௟ሺ݇ െ 1ሻ in the ሺ݇ െ 1ሻ௧௛ frame} 

According to the chain rule in probability theorem, if 

there are four events: Aଵ, Aଶ, Aଷ and Aସ, then  

PrሺAଵ, Aଶ, Aଷ|Aସሻ ൌ  PrሺAଵ ת Aଶ ת Aଷ|Aସሻ 

ൌ PrሺAଵ|Aସሻ ൈ PrሺAଶ|Aଵ ת Aସሻ ൈ PrሺAଷ|Aଵ   A.1 

ת Aଶ ת Aସሻ  

So 

ଵଵ݌ ൌ Pr{channel is busy in i୲୦  frame|channel is 

busy in ሺi െ 1ሻ୲୦} ൈ Pr{channel is busy in i୲୦ frame 

|  channel is busy in ሺiሻ୲୦ } ൈ  Pr{ rୠ ൏ Cଵ
୪ ሺiሻ|rୠ ൏

Cଵ
୪ ሺi െ 1ሻ}  

ଵଵ݌ ൌ ሺ1 െ bሻPୢ Pr൛rୠ ൏ Cଵ
୪ ሺiሻหrୠ ൏ C୧ିଵ

୪ ሺi െ 1ሻൟ 

ଵଵ݌ ൌ ሺ1 െ bሻPୢ Prሼz୧ ൐ λଵ |z୧ିଵ ൐ λଵሽ            A.2 

ଵଵ݌ ൌ ሺ1 െ bሻPୢ Prሼz୧ ൐ λଵሽ ൌ ሺ1 െ bሻPୢ Prሼz ൐ λଵሽ ൌ   ଵ݌

We omitted the index ݅ in ݖ௜ due to the fact that ݖ௜ 

and ݖ௜ିଵ  are independent due to the block fading 

assumption. 
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By the same manner, the transition probabilities 

from any state to state 1 can be expressed as 

௟ଵ݌ ൌ ଵଵ݌ ൌ ଶଵ݌ ൌ ଷଵ݌ ൌ  ସଵ݌

ൌ ሺ1 െ ܾሻ ௗܲܲݎሼݖ ൐            ଵሽߣ

ൌ ሺ1 െ ܾሻ ௗܲ݁ିఒభ = ݌ଵ                        A.3 

௡ଵ݌ ൌ ହଵ݌ ൌ ଺ଵ݌ ൌ ଻ଵ݌ ൌ  ଵ଼݌

ൌ ݀ ௗܲPrሼݖ ൐ ݀ = ଵሽߣ ௗܲ݁ିఒభ ൌ  Ԣଵ݌

Using the same modality, the full transition 

probabilities can be obtained, and they are listed in 

Table 1. 

Appendix B 

Let A be an n ൈ n matrix, the eigenvalues of the 

matrix A are the zeroes of its characteristic polynomial, 

detሺωI െ Aሻ, which can be written as 

ܳሺ߱ሻ ൌ ߱௡ െ ௡ିଵ߱௡ିଵܥ ൅ ௡ିଶ߱௡ିଶܥ െ ڮ ሺെ1ሻ௡ܥ଴  B.1 

It is well known that the coefficients ܥ௡ିଵ and ܥ଴ 

are, respectively, the traceሺAሻ(the sum of its diagonal 

entries) and the detሺAሻ . All other coefficients 

,௡ି௞ܥ ݇ ൌ 1,2,  can be expressed by the sum of the ,ڮ

k െrowed principle minors of A. A k-rowed principal 

minor of an n ൈ n matrix A is the determinant of a 

k ൈ k submatrix of A whose entries, ܽ௜௝, have indices 

݅ and ݆ that are the elements of the same ݇ െelement 

subset of 1, 2, ڮ , n. 

With rank (the dimension of the largest square 

submatrix of A with nonzero determinant) r, where, 

r ൏ ݊. All nonzero eigenvalues of A are among the 

zeros of the polynomial [18] 

ܳሺ߱ሻ ൌ ߱௥ െ ௡ିଵ߱௥ିଵܥ ൅ ڮ ሺെ1ሻ௥ܥ௡ି௥    B.2 

For r = 2, we can write the characteristic equation of 

the system as in Eq. (27). 
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