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Abstract: The paper presents the digital image objects detection and recognition system using artificial neural networks and drones. It
contains description based on the example of person identification system where face is the key of object processing. It describes the
structure of this system and components of the learning sub-system as well as the processing sub-system (detection, recognition). It
consists of the description and examples of learning and processing algorithms and applied technologies. The results of calculations of
efficiency and speed of each algorithm are presented in the table and appropriate characteristics. The article also describes the

possibilities of further system developments.
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1. Introduction

Image recognition and detection is a complex
process that demands a lot of calculations. It requires to
use complex decision systems. Their speed depends on
the processing algorithms applied and the
implementation method of these algorithms. The
implementation should efficiently use the hardware
platform on which the system runs.

Usage of Al (artificial intelligence) methods and
machine learning in processing, allows to gain the
greater system effectiveness than using algorithms and
rules that were established by programmer at the time
of system implementation [2, 3, 10, 11].

By fusing such system with movable sensors which
can provide stream of digital images, allows us to
observe (in real time) a selected area under search for
requested objects. Additionally, if our system has the
base data of object types for the requested object, we
can classify our object more accurately.

The system proposed in this article is used for people
identification who are located in an area of a special

security. The system contains the learning sub-system
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and processing sub-system. The next chapters describe
each component of this system and most significant
algorithms which have particular influence on the

system’s performance.
2. System Structure
2.1 Learning Sub-system

The learning sub-system is a software platform
consisting of two applications. The first application is
used for generation patterns needed for learning
process, whereas the second application teaches our
system detecting and recognizing requested objects on
the basis of created patterns in program mentioned
above and static patterns prepared separately.

The patterns generator was implemented in C++ by
using Unreal Engine environment in version 4.0 [6, 7].
The object which has to be detected by the system is
loaded as a 3D model. A skeleton and a description of
these parameters allow the patterns generator to
present the object in many variations. For example, in a
gesture detection system, a program will load a hand
model, where the following will be modifiable in the
operating time: the hand’s size, the location of the
fingers, the hand’s color and the variant size of each

finger (Fig. 1). These changes can be made randomly
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Fig.1 Example of dynamically generated learning patterns
on the basis of a 3D model.

or by using previously set of parameters.

The learning application was implemented in C++
language in Visual STUDIO 2015 and QT environment
[6, 7, 9]. The results of these works are a creation of
two neural networks. The first neural network is
designed for detecting an object in the digital image,
whereas the second neural network compares the
detected image with images of objects in the base data
with the intention to get more specific information
about the detected object. For example, we can detect a
new car by the first neural network but if we want to
know the car’s brand, we have to compare that car with
images of cars of different brands, which are located in
the data base. Both the first and the second neural
network have one output which gives value in range
from -1 to 1 [8]. The object is accepted as a detected or
recognized if the output value of a neural network is

greater than zero.
2.2 Processing Sub-system

Besides the software component the processing
sub-system also has the movable sensor which
provides a stream of digital images and an operator
who is responsible for the sensor’s movements.

The software part of the sub-system contains the data
base of objects to recognition and application for
image processing which executes detection and a
recognition process of the requested object. The thread
which provides stream of digital images is an important

element of application. The stream can be sent by
TCP/IP or UDP protocol. The sending device could be
LTE module (in this case if the area of processing is the
whole area where we have the communication
coverage, for example city) or WI-FI module (in the
case of small area) [14].

The movable sensor in this paper is a quad-copter
drone. The drone is controlled by the human operator
or by an algorithm (which at this moment is in an
implementation phase). Except for the parts that are
vital for flying (battery, motors, microcontroller for
flying control), the drone has a mounted camera and a
Raspberry Pi ver. 2.0 microcontroller [13] which
provides the full control and drone programmability.
The camera provides the stream of digital images [16,
17] which is used for processing [9].

3. Algorithms Used in the

Sub-system

Learning

The most important algorithms used in the process of
neural network learning and the algorithms of initial
preparation and generating learning data are as follows:

3.1 Preparing Learning Data

All the input data (input images) are subjected to
following operations:

* resizing (smaller resolution);

* conversion to shades of grey;

* histogram equalization;

* normalization (Fig. 2).

Changing the size of input image to a smaller size
allows speeding up the process of learning (the
architecture of neural network is simplified, having less
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Fig. 2 Histogram and normalization of input images.
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inputs and connections between layers which results in
less floating-point calculations). In the case of face
detecting neural network of sufficient image resolution
is 20 x 20 pixels [8]. Face recognizing neural network
uses image resolution of 40 x 40 pixels, which is
sufficient for face comparison. Image conversion to
shades of grey and histogram equalization allows the
system to act independently from the lighting type and
the requested object’s color. It means that neural
network is concentrated on learning about general
features of object and not about its special cases.
Normalization is vital in the learning process because it
prevents overflows and surfeits of modified weights
values [8, 10, 11].

3.2 Learning of Detecting Neural Network

The detecting neural network has the three-layered,
feed forward structure with no-linear activation
function. The learning process is conducted by using
the back propagation algorithm with momentum with
adjusting learning factor [10]. Selection of learning
patterns is realized by a Bootstrap algorithm which
allows to decrease the number of patterns needed for
learning process. The initial size of learning patterns is
small. The next learning patterns are added periodically
during the learning process after some iterations of
back propagation algorithm. The pattern is added only
when it is wrongly recognized by a neural network
because there is no reason for adding patterns correctly
recognized to training set (Fig. 3). Thanks to this the
neural network learns new features of the object
analyzed instead of duplicating what is had already
learned. It speeds up the single iteration of algorithm
learning, because it eliminates processing patterns that

do not contribute to the learning process [1, 8, 10, 11].
3.3 Learning Image Comparing Neural Network

The neural network used in the process of comparing
images has a similar architecture to the detecting neural
network. The difference is that first and second layer’s

connections are not type each toeach. Connections

Fig.3 Example of adding negative patterns dur‘i'ng the time
of learning neural network for face detection [8, 15].

were selected so that one half of neurons will be
processing one image and the second half of neurons
will be processing the second image. This operation
allows to speed up the learning process in contrast of
using connections each to each. It decreased amount of
executed floating point calculations what means the
process speeding-up of image propagation in the neural
network [5, 8]. This learning process also uses a
Bootstrap algorithm. Additionally, next to the learning
process, the probability thread is executed, which
provides us information about the effectiveness of

comparing images.
3.4 Generation and Processing of Static Patterns

In the initial stage of neural network learning takes
place the learning process to identify which elements
are constant and unchangeable. In order to increase the
generalization capabilities of a neural network,
elements of data patterns are subjected to following
operations:

¢ mirror reflection (horizontally);

* rotation (in range of 5 + 10 degrees);

* size changes (an increase or a decrease) in range
of 5+10% of the base size.

Size and rotation degree are randomly selected [8].
In the next step elements of data patterns are converted
to form, which is accepted by the input of neural
network (Fig. 4). A conversion is conducted by the
operations described in the point one of this chapter [8].
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3.5 Generation and Processing of Dynamically
Selected Patterns

The dynamical patterns data are created during
learning time and depend on the current learning
progress of neural network. In contrast to static training
set, the dynamic patterns are generated based on the 3D
model. Thus, we have possibility to modify object’s
location in relation to the camera, object’s texture,
background changes, modification method (randomly,
by steps), noise insertion [8]. There are practically
unlimited possibilities and depending on the

parameters definitions of patterns generation process.

4. Algorithms Used Processing Sub-system

This chapter describes algorithms wused for

processing images, detecting and recognizing objects.
4.1 Searching in Image Space

To make it possible for neural network to detect
objects in different sizes, every image frame provided
by drone has to be subjected to sub-sampling operation.
On the basis of original frame we create images of
different diminishing size. Each of these created
images is processed by the shifting window which
resolution could be handled by input of neural network.
Obviously before presenting image fragment from
shifting windows to the input of neural it has to be

normalized and subjected to operations described in

chapter 3.1.
4.2 Efficient Histogram Equalization

To allow the system to operate in real time it was
necessary to speed up the histogram calculation of
every image fragment from shifting windows. In
contrast to a standard algorithm, the complete
histogram is calculated only once at the beginning.
Histograms for next shifting windows are calculated on
the basis of the histogram from previous shifting
window. For example, for detecting purposes our
shifting window has a resolution of 20 x 20 pixels. If
we want to calculate histogram we have to process 400
elements (pixels) of the analyzed image fragment.
However, by using an efficient histogram, for every
next shift window (by moving left, right, down per
pixel length) we have to process 20 elements of entry
column (add these values to histogram) and 20
elements of an outgoing column (subtract these values
from histogram). As we can see, an efficient histogram
remarkably decreases the amount of elements
necessary to process and change search operations on
matrix values into simple adding and subtracting

operations on the small vectors [1].

5. Used Technologies

This chapter describes the hardware technologies in
use, which were required in the process of achieving
real-time processing detection and object recognition

and to accelerate the learning process.
5.1 Processing on the Graphic Card (GPU)

Thanks to shader units graphics card processor is
able to process simultaneously a lot of threads
operating on the large matrices of data. The basic
requirement for accelerating the algorithm with the use
of a GPU is the possibility to rewrite the algorithm to
his parallel version. The amount of threads which we
can execute at the same time is about 10,000 and more

and this efficiency is not possible to be achieved at
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CPU, where the limit of current time allows us to run
the program using eight threads simultaneously.

The back propagation algorithm used in the learning
sub-system was modified and adjusted for executing on
the GPU processor. All patterns are being processed
simultaneously in one epoch of the learning algorithm.
It accelerated the learning process by 2 to 3 times in the
contrast to algorithm which proceeded at the CPU
(central processing unit), where the learning patterns
are processed sequentially.

There is a possibility to speed up even 5-10 times
relatively to CPU, but in this case there is a necessity to
use shared memory of thread blocks.

The technology which allowed to implement the
learning algorithm at GPU is C++ AMP [4].

5.2 Multi-thread Processing

Depending on the capabilities of the available CPU,
there is a theoretical possibility of n-multiplying
increase to speed up the program where n is the number
of processor’s cores.

The image processing algorithm was modified by
dividing it into 4 threads, which means that the image is
now divided on four processing areas. Every thread is
responsible for one of the four parts of image.
Additionally, for calculating outputs of the neural
networks and histogram equalization there were used
SSE (Streaming SIMD Extensions) instructions, which
allow to process simultaneously up to four math
operations.

By using multi-threading (4-threads) and SSE
instructions it was possible to achieve an increase from
the average time of about 250 to 10-20 milliseconds.
That is an improvement of about 25 times.

6. Results

This chapter shows results of calculations described
in this paper for used algorithms.

6.1 Comparison of Speed Learning at GPU with CPU

Figs. 5 and 6 present amount of iterations done by
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Fig. 6 General error at GPU for 3 hours of learning.

learning algorithm in 3 hours’ time for GPU and CPU.
Fig. 6 shows that speed of learning at GPU is much
greater than in the case of executing this algorithm at
CPU. If we calculate ration of amount operations of
GPU to the one performed at CPU we notice
15311/7531= 2-times faster execution of algorithm.

6.2 Comparison of Multi-threading Processing with
Single Thread Processing and with SSE or without

Table 1 shows results of comparison of multi-thread
with single thread processing.
The results of a multi-thread processing with SSE

show the multiple speed-up of processing sub-system.



Objects Detection and Recognition System Using Artificial Neural Networks and Drones 51

Table 1 Comparison of multi-thread with single thread
processing.

Speed of processing of single frame video stream

Thread amounts 1 without SSE 4 with SSE
Standard histogram 250 ms 130 ms
Efficient histogram 100 ms 16 ms

If we divide second by time of processing of single
frame we get theoretical speed of processing which is
62 fps. The achieved speed-up is sufficient to be used

by the sub-system in the real-time processing.
7. Conclusions

The results confirm that nowadays not only the
knowledge concerning rules of operating efficient
algorithms but also the knowledge about hardware
platform which will be used for implementation

very
multi-thread processing and skills in converting

purposes is important. Familiarity with
seemingly serial algorithms to parallel version is
fundamental for creating efficient and fast algorithms
which we can use in the real time processing systems.
By using Al, we allow our system to acquire
knowledge about features of the analyzed object, which
the designer/programmer is not able to predict while
designing. In a certain way in the course of the learning
process the system is better than its designer. The
neural networks allow for the system to get general
knowledge about the requested object. It means that the
artificial neural network, similarly to biological
counterparts, can detect an object in different lighting,
presence of interferences, etc. The difference is that
digital neurons are never tired and in contrast to
biological neurons their quality of processing is always

constant.
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