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Abstract: This study proposed a bilevel optimization model for the network signal timing design problem by considering the link 
flows reflected by the trip-chain route choice behaviors of road users. The bilevel programming model is formulated based on the 
interactions between signal timing control and trip-chain behavior, and a solution algorithm by combining variational inequality 
sensitivity analysis, the generalized inverse matrix method, and a gradient projection approach revised for trip-chain user equilibrium 
is developed for the transportation design problem. The performance of the developed model framework was verified through 
numerical analysis under different test scenarios. 
 
Key words: Signal timing design, bilevel programming model, trip-chain user equilibrium. 
 

Nomenclature 

a  Link number 

ac  Travel costs of link a  

0ac  Free travel costs of link a  

ac′  Travel cost derivative of link a  
*rs

pc  Travel costs of using route p  between OD pair 
( , )r s  under user equilibrium principle 

*
ˆ
rs
pc  Travel costs of using trip-chain route p̂  between 

OD pair ( , )r s  under user equilibrium principle 
mC  Signal cycle time at intersection m 

m
aCAP  Capacity and saturation flow rate of road link a

connected to intersection m  

ˆ
rs
pd  Descent direction 

d  Vector of descent direction 
Im
ag  Effective green time in the Ith phase at intersection 

m which connected to link a 
g  Vector of effective green time 

Im

a
g  The minimum effective green time. 

*rs
ph  Traffic flow on route p  between OD pair ( , )r s

under user equilibrium principle 
*

ˆ
rs
ph  Traffic flow on trip-chain route p̂  between OD 

pair ( , )r s  under user equilibrium principle 
Im
al  Loss time in the Ith phase at intersection m 

connected to link a 
 

in Activity nodes passed by the trip-chain routes 
between OD pair ( , )r s  

rsN  Set of activity nodes passed by the trip-chain routes 
between OD pair ( , )r s  

p Path variable 

p̂  Route passing activity nodes on trip-chain 

*p̂  Shortest route passing activity nodes on trip-chain 

ˆ
rs
pP Set of trip-chain routes 
rsq  Trip demand between OD pair ( , )r s  

r  Origin variable 

s Destination variable 
m
aS Saturation flow rate of link a connected to 

intersection m 
ax Traffic flow on link a  

z  Objective function 

ˆ
rs
pα Step size 

ε Perturbation parameter 

ϕ  Convergence criterion 

rs
paˆδ  The link/path indicator variable, it is a zero-one 

indicator variable that equals 1 when trip-chain 

route p̂  passes link a  and 0 when it does not. 

rs
pni

γ  
The activity node/path indicator variable, it is a 
zero-one indicator variable. When route p
between trip-chain OD pair ( )sr,  passes the n th 

Activity node on the trip-chain between the 
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trip-chain OD pair, then 1=rs
pni

γ ; otherwise, 

0=rs
pni

γ . 

υ  Step adjustment parameter 

1. Introduction  

In road network analysis, the design of traffic signal 

timing plans is highly dependent on the accurate 

observations of road users’ route choice behaviors 

and/or decisions. Signal timing settings can have 

effects on distributed traffic volume, which influences 

link travel costs, in turn affecting the routes that road 

users choose. The aggregation of user behaviors is 

reflected in the traffic volume of various road 

segments and intersections, and the traffic volume at 

intersections is the foundation of signal timing design. 

Fisk [1] established a leader-follower relationship 

between signal timing designs and the route choices 

behavior of users, with the former being the leader of 

road network systems and the latter being the follower. 

Followers (the road users) are influenced by signal 

timings in their selection of their routes. In order to 

develop a desirable signal timing plan that will 

potentially result in the optimal transportation 

performance in a road network, it is necessary to 

develop a suitable model framework for the behaviors 

of followers. Therefore, Stackelberg equilibrium 

exists between signal control and user behavior. Many 

previous studies explored the optimization of signal 

timings using bilevel programming, with the upper 

level considering signal timing optimization and the 

lower level considering user equilibrium route choices 

behavior. However, these researches only considered 

the route selections between trip origins and 

destinations, neglecting the trip-chain behavior that 

can arise from incidental social or economic activities. 

Consequently, the bilevel programming models 

proposed in these studies did not concern the situation 

of trip-chain behavior on signal timing design. This is 
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a significant research gap by incorporating trip-chain 

needs in the travel behavior of urban road users into 

the signal timing design problem. 

In order to take the trip chain behavior of road users 

into account, we integrated the variational inequality 

sensitivity analysis approaches proposed by Tobin [2] 

and Tobin and Friesz [3] and the generalized inverse 

matrix method to derive the objective descent 

direction of the bilevel programming model and 

developed a solution algorithm. For the lower level of 

the model, we constructed a trip-chain user 

equilibrium traffic assignment model and developed a 

route-based algorithm to solve it.  

The remainder of this paper is organized as follows. 

Section 2 analyzes the research problem and relevant 

literature, while Section 3 describes the modeling 

process for the bilevel signal timing optimization 

model that considers trip-chain route choice decisions. 

Section 4 explains how to combine the sensitivity 

analysis method and the generalized inverse matrix 

method to solve the bilevel programming model. A 

method for solving the lower-level trip-chain-based 

user equilibrium traffic assignment model is also 

presented. Section 5 presents numerical analysis on 

the verification of the proposed method using a test 

network, and Section 6 summarizes this research by 

conclusions and suggestions. 

2. Problem Statement and Literature Review 

A number of researchers have considered the route 

selection behavior of road users when optimizing 

signal timing designs using bilevel programming, 

including Yang and Yagar [4], Chen and Hsueh [5], 

Chen and Chou [6], Cipriani and Fusco [7], Chiou [8], 

Smith [9], Ukkusuri et al. [10], and Chiou [11]. 

However, their models only considered the route 

choices between O-D (origin-destination) pairs, and 

neglected trip-chain behavior. In fact, there are also 

some needs to complete multiple activities into a 

single trip, which results in trip-chain behavior. 

Hägerstrand [12] proposed an activity-based model to 
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consider trip-chain behavior. Many empirical studies, 

such as those conducted by Hensher and Reyes [13], 

McGuckin et al. [14], Morency and Valiquette [15], 

Currie and Delbosc [16], and Zhao et al. [17], showed 

the trip-chain behavior should be considered. 

Therefore, we consider the trip-chain based route 

choices of road users to identify the actual 

transportation demand within a network before an 

appropriate traffic signing timing design scheme can 

be established. 

With regard to the trip-chain behavior of road users, 

Maruyama and Harata [18] indicated that if the 

individual segments of a road user’s trip-chain needs 

are considered separately, the results would be unable 

to reflect the relationships among them, thereby 

reducing the accuracy of predictions for subsequent 

transportation demand. To overcome this problem, 

Maruyama and Harata [19] established a trip-chain 

based model under the assumption of static network 

equilibrium to conduct cordon-based congestion 

pricing. Maruyama and Sumalee [20] indicated that a 

direct relationship exists between congestion pricing 

and the trip-chain behavior of road users and therefore 

used the trip-chain based network equilibrium model 

proposed by Maruyama and Harata [19] to compare 

the validity and fairness of cordon-based and 

area-based pricing schemes. Higuchi et al. [21] 

developed a novel combined transport mode and 

trip-chain based route choice network equilibrium 

model with two stages based on variational inequality 

problems and adopted the relaxation method to solve 

it. However, all of the above studies fixed the order of 

activities, thereby eliminating order as a factor 

influencing route choices. Trip-chain descriptions in 

the models were also overly simplified, merely 

indicating that if route n was on the trip-chain route 

between O-D pair (r, s), then trip-chain variable

1=rs
nη . However, an urban road network is not 

directly consisted of routes, but rather routes 

comprising respective links. Expressing trip-chain 

behavior in this manner renders it from analyzing the 

relationships between trip-chain needs and link flows 

in the road network. Furthermore, these studies used 

link-based Frank-Wolfe algorithm approaches, which 

exhibit poor computational efficiency. Wang and 

Chen [22] developed a trip-chain user equilibrium 

traffic assignment model that considered the effect of 

the orders in which road users participated in activities 

on their route choice decisions and used route-based 

GP (gradient projection) method to develop an 

algorithm. The results showed that conventional 

traffic assignment models which did not consider 

trip-chain behavior were merely a special case of 

trip-chain-based traffic assignment models. Thus, the 

model framework they developed was a more 

generalized trip-chain-based traffic assignment model. 

To solve the bilevel programming models for 

optimal signal timing plans, Allsop [23] and Gartner 

[24] used IOA (iterative optimization-assignment) 

algorithms to update signal timing designs based on 

fixed network flow and then solve network 

equilibrium flows based on fixed signal timing 

designs. They first fixed the decision variables in the 

upper-level problem before solving the lower-level 

problem and then fixed the decision variables in the 

lower-level problem to solve the upper-level problem. 

This process was then repeated until the upper-level 

problem converged. However, the IOA algorithm 

obtains Nash solutions rather than the true solutions 

for the bilevel optimization models. Marcotte [25] 

expanded the optimization problems hidden within 

network design problems to form a bilevel 

programming problem, indicating that bilevel 

programming problems are actually a type of NSG 

(non-cooperative Stackelberg game). Fisk [1] also 

stated that a Stackelberg equilibrium exists between 

the signal control and road user’s route choice 

behavior problem. 

In the Stackelberg equilibrium solutions of bilevel 

programming models, the decision variables of the 

upper-level and lower-level models have an implicit 

functional relationship, and for this reason, the partial 
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derivatives of the decision variables cannot be 

calculated directly. To overcome this problem, Tobin 

[2] proposed a variational inequalities sensitivity 

analysis method and verified that when a variational 

inequality has a unique solution and the variables and 

functions satisfy the condition of strict complementary 

slackness, parameter perturbation can be used to 

obtain the optimal solution in the domain of the 

parameter ε = 0. Tobin and Friesz [3] also adopted a 

variational inequalities sensitivity analysis approach 

that used the trace perturbations in the decision 

variables near the equilibrium solution to effectively 

estimate the derivative function near the equilibrium 

solution. The function provides descent direction in 

the search for the optimal solution and then returns the 

Stackelberg solution, which is the optimal solution for 

the bilevel programming model. While investigating 

bilevel programming models for intersection signal 

designs, Wong and Yang [26] used the sensitivity 

analysis approach proposed by Tobin [2] to determine 

the relationships among signal timing, link flow, and 

user behavior, but they overlooked the fact that route 

solutions may not be unique and thus derived a 

singular solution. 

To address this issue, Cho [27] used the generalized 

inverse matrix method to convert routes into unique 

links before performing the sensitivity analysis. This 

approach eliminated the possibility of degenerate 

solutions occurring in the sensitivity analysis. Wang 

[28] combined the variational inequalities sensitivity 

analysis approach with the generalized inverse matrix 

method and successfully solved a time-dependent 

bilevel programming model for signal timing 

optimization with link capacity constraints. Chen and 

Chou [6] similarly used the variational inequalities 

sensitivity analysis method and the generalized 

inverse matrix method to solve a time-dependent 

bilevel programming model for signal timing 

optimization. The research problem considered by this 

study can be summarized as follows: 

Bilevel programming models can be used to 

optimize traffic signal timings. The upper-level 

models are signal timing optimization problems with 

minimizing total travel costs in the system as the 

objective, and the travelers route choice behaviors can 

serve as constraints in the lower-level models. 

In previous researches with bilevel programming 

models for signal timing optimization, lower-level 

models did not consider trip-chain behavior and thus 

could not comprehensively reflect the actual 

transportation demands in a road network. 

The solution of a bilevel programming model for 

signal timing optimization is a Stackelberg 

equilibrium solution. The decision variables of the 

upper-level and lower-level models have an implicit 

functional relationship and do not form a closed 

function. For this reason, the partial derivatives of the 

decision variables cannot be calculated directly. Using 

the variational inequalities sensitivity analysis method 

proposed by Tobin [2] and the generalized inverse 

matrix method presented by Cho [27] can provide the 

derivative of the implicit function. 

3. Model Formulation 

3.1 The Model 

Before formulating the trip-chain based 

optimization network signal timing design model, we 

define the trip-chain and its user equilibrium principle. 

In this study, all the locations of the trip-chain 

activities between the trip ends should be passed. We 

assumed that the travelers have perfect information 

such that they could make correct decisions regarding 

trip-chain route choice. The trip-chain based user 

equilibrium principle can be defined as no traveler can 

improve his trip-chain route travel time by unilaterally 

changing trip-chain route. That is, the route choice 

must pass all of the particular intermediary activity 

locations between their origin and destination and 

incur the minimal travel costs. 

The objective of this model is to minimize the total 

travel time. We assumed that the traffic signals at all 

of the intersections were two-phase signals with fixed 
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cycle times and minimum green light time. The loss of 

green light time in each phase and the saturation flow 

rates at each intersection are known. The established 

model is as follows:  

( ) ( )
a

Im
aa

Im
aa gxgc      min        (1) 

subject to the following constraints: 

Cycle conservation constraint: 

( ) aIClg
I

m

a

Im
a

Im
a ,     ∀=+   (2) 

Definitional constraint: 

amI
C

g
SCAP

m

Im
am

a
m

a ,,     ∀=     (3) 

Boundary constraint:  

maIgg Im

a

Im
a ,,     ∀≥         (4) 

The trip-chain user equilibrium constraint:  

( ) ( ) ( )[ ]≥−
a

Im
aa

Im
aa

Im
aaa 0gxgxgxc , **

 

( )gΩ∈∀ ax                          (5)
 

Eq. (1) is the target function for the signal timing 

optimization of a single road network with green light 

time as the decision variable. Eq. (2) is the constraint 

for cycle conservation in the signal timings, where the 

cycle time of the signal at intersection m is mC  and 

equals the total sum of effective green time Im
ag  and 

loss time Im
al , the effective green time and loss time 

in the Ith phase at intersection m which connected to 

link a, respectively. Eq. (3) defines the relationship 

among m
aCAP , m

aS , Im
ag , and mC , which denote 

the capacity and saturation flow rate of link a 

connected to intersection m, the effective green time at 

intersection m connected to link a, and signal cycle 

time at intersection m. Eq. (4) is a boundary constraint 

stipulating that the effective green light time must be 

greater than or equal to the minimum effective green 

time Im

a
g . Eq. (5) constrains the trip-chain route 

selection behavior of road users; it comprises a 

trip-chain based user equilibrium route selection 

model in the form of a variational inequality and 

encompasses the following constraints for flow 

conservation, non-negative route flow, definition, and 

trip-chain definition:  

Flow conservation constraint: 

psrqh rs

p

rs
p ˆ,,,

ˆ
ˆ ∀=           (6) 

Non-negativity constraints on route flows: 

              (7) 

a0xa ∀≥                    (8) 

Definitional constraints: 

a,hx
r s p̂

rs
p̂a

rs
p̂a ∀≥= 0δ    (9) 

{ } pasrrs
pa ˆ,,,,1,0ˆ ∀=δ       (10) 

Trip-chain definitional constraints: 

( ) ( )srpsrpsrhh
rs

i

i

Nn

rs
pn

rs
p

rs
p ,ˆ,,,,,ˆ ∈∈∀= ∏

∈

γ  (11) 

{ }0,1 , , , ,rs rs
np r s n N pγ = ∀ ∈      (12) 

Eq. (6) is the constraint for the conservation of 

trip-chain flow, meaning that the total route flows of 

the trip-chains between any given O-D pair ( )sr,  

must equal rsq , the trip-chain demand for said O-D 

pair. Eq. (7) is the non-negativity constraint on 

trip-chain route flows, and Eq. (8) is the 

non-negativity constraint on link flows. Eq. (9) 

presents the definitional constraint, which indicates 

the relationship between the traffic flow on each link 

in the network and the flow on the routes in the 

trip-chain. Eq. (10) defines rs
p̂aδ  as a known indicator 

variable that equals 1 if p̂ , a trip-chain route that 

passes the intermediate activity points between O-D 

pair ( )sr, , passes through link a and 0 otherwise.  

Eq. (11) defines the relationship between rs
p̂h  and 

rs
ph , the route flows of a trip-chain route that passes 

the intermediate activity points between O-D pair 

( )sr,  and a common route; rs
npγ  is an activity 

point/route adjacency matrix that is a known { }0,1  

ˆ ˆ0, , ,rs
ph r s p≥ ∀
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indicator variable, and rsN  is a set of       

activity points (nodes) that the trip-chain route   

must pass between O-D pair ( )sr,  

( { }mactivityactivityactivityN rs  ,...,2  1, = ). If 

route p passes the ith activity point, n , then 1=rs
npγ ; 

otherwise, 0=rs
npγ . If route p passes all of the 

activity points in the trip-chain between O-D pair 

( )sr, , then the product of all the 
rs
npγ  values for this 

route must equal 1; in other words, 1
rs

rs
np

n N

γ
∈

=∏ . If 

route p does not pass one or more of the activity 

points in the trip-chain, then the product of all the 
rs
npγ  values for this route must equal 0; in other words, 

0
rs

rs
np

n N

γ
∈

=∏ . Thus, the constraining conditions of  

Eq. (11) can restrict the flows of the trip-chain routes 

between O-D pair ( )sr,  and ensure that all of the 

activity points in the trip-chain are passed. 

Furthermore, 1
rs

rs
np

n N

γ
∈

=∏  does not restrict the order 

in which the activity points are passed. Finally,     

Eq. (12) is a constraint for the trip-chain definition, in 

which rs
npγ  is an activity point/route adjacency 

matrix that is a known { }0,1  indicator variable.  

As can be seen, the model is a bilevel programming 

model. The upper-level model optimizes the road 

network system, and the lower level model is a 

trip-chain based user equilibrium traffic assignment 

model encompassing the constraints of the upper-level 

model. With regard to trip-chain based user 

equilibrium conditions, Wang and Chen [22] stated 

that when users must pass certain intermediate activity 

points, the route that they will select is the one that 

passes all of the intermediate activity points between 

their origin and destination with minimal travel costs. 

In view of this, we placed the trip-chain based user 

equilibrium traffic assignment model in the lower 

level of our bilevel model for signal timings to better 

reflect the relationship between signal timings design 

and road user behavior. 

 

 
 

4. Solution Algorithm 

4.1 Sensitivity Analysis and Generalized Inverse 

Matrix Method 

The objective function of the bilevel programming 

model for signal timing optimization in this study 

pursues minimum network costs and is the sum of the 

products of link cost function c(g) and link flow x. 

Link costs are functions of green light time g, and 

differences in green light time are reflected on link 

capacity, which in turn influence travel costs and the 

route choice behavior of road users. Thus, link flow x 

varies with green light time g and an implicit 

functional relationship exists between the two, without 

a closed function to express it. Consequently, the 

derivative of link flow x with regard to green light 

time g cannot be calculated directly, which makes the 

signal timing optimization model of this study 

difficult to solve. Generally, the solution of a bilevel 

programming model is also referred to as a 

Stackelberg equilibrium solution. To address the 

problem in which partial derivatives cannot be 

obtained directly from the implicit functional 

relationship between the decision variables of the 

upper and lower levels, Tobin [2] and Tobin and 

Friesz [3] proposed sensitivity analysis methods to 

derive the descent direction of the objective function 

in the upper level and obtain the local optimum 

solution of the model. We also adopted this approach 

to solve the model in this study. 

According to the conclusions made by Tobin [2] 

and Tobin and Friesz [3], an implicit functional 

relationship exists between link flow x and effective 

green light time g; an sensitivity analysis approach 

can be used to derive the partial derivative of the 

implicit function and the descent direction to search 

for the optimal solution of g, the decision variable of 

the upper-level model, as shown in the equation 

below: 

 



A Network Signal Timing Design Bilevel Optimization Model with  
Traveler Trip-Chain Route Choice Behavior Consideration 

  

209

( ) ( ) ( )[ ]0J0J0x x εε −=∇ −1       (13) 

However, the sensitivity analysis method requires a 

route solution, which in general may not be unique for 

any O-D pair, and this creates some difficulty in 

obtaining the solution. To enhance the generality of 

the sensitivity analysis method in user equilibrium 

problems, we adopted the generalized inverse matrix 

approach proposed by Cho [27] to conduct the 

sensitivity analysis. The generalized inverse matrix 

approach for sensitivity analysis in user equilibrium 

problems utilizes the fact that link solutions are 

unique. This uniqueness is used to convert the 

relationships among the link variables into an O-D 

pair/route adjacency matrix and a linear independent 

link/route adjacency matrix that express the route 

solution under the restrictions of flow conservation 

and link/route definitions. 

We conducted a numerical simulation to verify 

whether the proposed approach can accurately obtain 

the derivative of the implicit function in trip-chain 

based network equilibrium problems. Fig. 1 displays 

the test network comprising six nodes and twelve 

links. Nodes 1 and 2 are the origins, and Nodes 5 and 

6 are the destinations. Node 3 is an intermediate 

activity point that must be passed between Origin 2 

and Destination 5. We adopted an FHWA (Federal 

Highway Administration) cost function for the link 

costs, shown in Eq. (14). The free-flow travel time for 

each link was set as 1, and Tables 1 and 2 exhibit the 

transportation demands for each O-D pair in the 

trip-chains and the data regarding the road links in the 

network and the signal timings of the corresponding 

intersections. Tables 3 and 4 present the flow data of 

the various routes and road links when the network 

reaches the conditions of trip-chain user equilibrium: 

( ) a
Cap

x
cxc

a

a
aaa ∀




















+= ,15.01

4

0
   (14) 

 
Fig. 1  Test Network 1.  

 

Table 1  Transportation demand between trip-chain O-D pairs in Test Network 1.  

No. O-D pair Activity node Travel demand (pcu/hr) 

1 1-6 - 30 

2 2-5 3 50 
 

Table 2  Link and intersection signal timing data.  

Cycle time Initial green time 
Minimum  
green time 

Saturation  
flow rate 

Lost time 

60 s 27 s 7 s 50 pcu/hr 3 s 
 

Table 3  Trip-chain route flows when Test Network 1 reaches trip-chain user equilibrium.  

O-D pair Activity node No. of path Trip-chain path Flow Travel time 

1-6 - 
1 1→3→4→6 14.55 

5.27 
2 1→2→4→6 15.45 

2-5 3 

3 2→4→3→5 24.64 

7.51 4 2→1→3→4→6→5  3.31 

5 2→1→3→5 22.04 
 

1

4

65

3

2
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Table 4  Link flows when Test Network 1 reaches trip-chain user equilibrium.  

No. Link Flow No. Link Flow 

1 1→2 15.45 8 4→2 0.00 

2 1→3 39.91 9 4→3 24.64 

3 2→1 25.36 10 4→6 33.31 

4 2→4 40.09 11 5→3 0.00 

5 3→1 0.00 12 5→6 0.00 

6 3→4 17.86 13 6→4 0.00 

7 3→5 46.69 14 6→5 3.31 
 

Table 5  Comparison of actual equilibrium solutions and first-order approximate solutions.  

No. Link ε = 0 
ε = 0.1 ε = 0.5 

Actual sol.  Estimated sol.  Actual sol.  Estimated sol.  

1 1→2 15.45 15.43 15.43 15.38 15.38 

2 1→3 39.91 39.91 39.91 39.92 39.92 

3 2→1 25.36 25.34 25.34 25.29 25.29 

4 2→4 40.09 40.09 40.09 40.08 40.08 

6 3→4 17.87 17.79 17.79 17.46 17.47 

7 3→5 46.69 46.78 46.78 47.16 47.15 

9 4→3 24.64 24.66 24.66 24.71 24.71 

10 4→6 33.31 33.22 33.22 32.84 32.85 

14 6→5 3.31 3.22 3.22 2.84 2.85 

*ε = 0.1 is a small perturbation parameter.  
 

Next, based on the solution of trip-chain user 

equilibrium, we put a small perturbation on the green 

time. And compare the actual solution with the 

estimated solution that is calculated by variational 

inequality sensitivity analysis and generalized inverse 

approach. The results are summarized in Table 5. 

When we put a small perturbation to green time, the 

estimated solution is almost same as the actual solution. 

If the perturbation was too big, the difference between 

estimated solution and actual solution would be 

increased. The numerical test demonstrates that the 

implicit difference could be calculated by variational 

inequality sensitivity analysis and generalized inverse 

approach. Then the exactly descent search direction 

could be found. Therefore, with the optimal step sizes, 

the Stackelberg solution of bilevel programming model 

would be easily solved. 

4.2 Solution Algorithm 

Numerical simulations demonstrate that the 

sensitivity analysis approach and generalized inverse 

matrix methods can produce the partial derivative of 

the implicit function and can be applied to the bilevel 

programming model of this study to provide direction 

in the search for the objective function of the 

upper-level model. Below, we describe the steps of the 

solution algorithm in this study: 

Step 1: Set the initial green light times 
ng  for 

each intersection and let 1=n ; 

Step 2: Calculate the capacities of each link using 

the formula below: 

   (15) 

Step 3: Employ the solution algorithm developed by 

Wang and Chen [22] based on gradient projection to 

solve the trip-chain based user equilibrium traffic 

assignment model below: 

   (16) 

S.t. 

Flow conservation constraint: 

        (17) 

Non-negativity constraint on route flows: 

amI
C

g
SCAP

m

nIm
aIm

a

nIm
a ,,     ∀=

( )   ,min =
a

x

0

n
a

a

dc ωω gz

srqh
p

rsrs
p ,     

ˆ
ˆ ∀=
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            (18) 

Definitional constraint: 

      (19) 

     (20) 

      (21) 

The trip-chain definitional constraint: 

 (22) 

     (23) 

Step 4: Use the aforementioned sensitivity analysis 

and generalized inverse matrix methods to derive 

( )0xε∇ ; 

Step 5: Calculate the descent direction for green 
light time: 

          (24) 

Using the FHWA cost function, for example, the 
descent direction is  

  (25) 

Step 6: Update the green time to

nnn

n
dgg

1

11

+
+=+ ; 

Step 7: Adjust the green times at each intersection 

until the constraints below are satisfied: 

          (26) 

        (27) 

Step 8: Let n = n + 1 for the convergence test: stop if 
1+≈ nn gg ; otherwise, return to Step 2. 

In the algorithm steps above, the procedure for the 

gradient projection method to solve the trip-chain 

based user equilibrium traffic assignment model in 

Step 3 is as follows: 

Step 0: Algorithm initialization; 

Step 0.1: Let n = 0, set free-flow travel time }{
0ac  

as the starting solution for travel time of the links in 

the network, and calculate the shortest route that 

passes all of the activity points between O-D pair 

( )sr, ;  
Step 0.2: Based on the starting solution, generate a 

set of trip-chain routes and define the flow 

s,r,qh rsrs
p̂ ∀=  for the trip-chain that passes the 

activity nodes between O-D pair ( )sr,  as 
( )1nrs

ph +}{ ˆ ; 

Step 1: Calculations for the master problem; 
Step 1.1: Let n = n + 1, calculate the link flows 

based on ( )nrs
ph }{ ˆ , and update travel time )}({ )( xc n

a  

for each link in the network; 

Step 1.2: Calculate the shortest route that passes all 

the activity points between O-D pair (r,s), *ˆ rsp , and 

list it as the first in the set of feasible trip-chain routes, 
( )nrsp }ˆ{ ; 

Step 2: Calculations for restricted master problem; 
Step 2.1: Use Eqs. (28)-(30) to update trip-chain 

route flow ( )1
ˆ }{ +nrs
ph  and link flow )1( +n

ax : 

 
         (28) 

  (29) 

    (30) 

Step 2.2: Convergence test: convergence is 

achieved if the percentage difference between two 

rounds in link flow is less than a certain convergence 
criterion ϕ , as shown in Eq. (31); otherwise, return 

to Step 1: 

         (31) 
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Table 9  Stackelberg solutions of Test Network 2.  

No. Link 
Free flow  
travel time 

Travel time Flow Capacity Green time ratio

1 1→2 1 1.37 40.00 31.95 0.53 
2 2→1 1 1.9 50.00 31.95 0.53 
3 2→3 1 1.37 40.00 31.95 0.53 
4 2→6 1 1.04 15.79 22.05 0.37 
5 3→2 1 1.22 34.96 31.95 0.53 
6 3→4 1 1.11 29.69 31.95 0.53 
7 3→7 1 2.2 37.09 22.05 0.37 
8 4→3 1 1.15 32.12 31.95 0.53 
9 4→5 1 1.2 40.00 37.35 0.62 
10 4→8 1 2.2 37.12 22.05 0.37 
11 5→4 1 1.9 50.00 31.95 0.53 
12 6→2 1 1.57 30.83 22.05 0.37 
13 6→7 1 1.11 29.22 31.95 0.53 
14 6→10 1 1.12 15.79 16.65 0.28 
15 7→3 1 1.49 29.62 22.05 0.37 
16 7→6 1 1.13 30.83 31.95 0.53 
17 7→8 1 1.12 29.99 31.95 0.53 
18 7→11 1 2.25 37.46 22.05 0.37 
19 8→4 1 1.48 29.55 22.05 0.37 
20 8→7 1 1.15 31.87 31.95 0.53 
21 8→12 1 2.16 36.75 22.05 0.37 
22 9→10 1 1.2 40.00 37.35 0.62 
23 10→6 1 1.46 29.22 22.05 0.37 
24 10→9 1 1.48 50.00 37.35 0.62 
25 10→11 1 1.07 26.57 31.95 0.53 
26 11→7 1 1.5 29.73 22.05 0.37 
27 11→10 1 1.48 50.00 37.35 0.62 
28 11→12 1 1.02 20.31 31.95 0.53 
29 12→8 1 1.59 31.05 22.05 0.37 
30 12→11 1 1.24 36.01 31.95 0.53 
31 12→13 1 1.37 40.00 31.95 0.53 
32 13→12 1 1.9 50.00 31.95 0.53 
 
 

The results in Fig. 4 show that in the solution 

algorithm, the objective function value of each round 

decreases until convergence. This indicates that the 

combination of the variational inequalities sensitivity 

analysis approach and the generalized inverse matrix 

method can effectively obtain the derivative of the 

implicit function of the decision variables in the upper 

and lower level models in the signal timing optimization 

model with trip-chain route choices behavior in this 

study. Furthermore, the proposed approach can produce 

the descent direction for the objective function in the 

upper-level model, which facilitates the search for the 

Stackerlberg solution of the model. 

 

The results in Table 8 reveal that the used trip-chain 

paths between each O-D pair have the same travel 

time and satisfy the trip-chain user equilibrium 

conditions when the Stackerlberg solution of the 

upper-level model has been obtained.  

This study optimizes the design of signal timings at 

intersections while minimizing total costs in the road 

network, as shown in Table 9. This is achieved 

through solution of the signal timing optimization 

model with trip-chain route selection behavior. The 

proposed model is therefore a pioneer component 

worthy of adding to the transportation network science 

literature. 
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6. Conclusions and Suggestions 

Previous studies have pointed out that the factors 

influencing route choice behavior include incidental 

activities during travel as well as the locations of 

origins and destinations. We therefore developed a 

trip-chain based bilevel programming model for signal 

timing optimization that makes more reasonable 

assumptions of user route choice behavior. The 

lower-level of the model developed in this study could 

be used to calculate the trip demands with and without 

activities nodes between OD pairs based on trips as 

well as based on trip-chains. Therefore, this increases 

the generalizability of the model as well as the 

flexibility of problem analysis.  

To solve the proposed bilevel optimization model, 

we adopted an approach combining sensitivity 

analysis for variational inequalities, the generalized 

inverse matrix method, and a gradient projection 

method developed for trip-chain user equilibrium 

behaviors. The numerical tests on Test Network 1 

demonstrated that the results derived using the 

combined method approximate the actual trip-chain 

user equilibrium flow solutions. This approach can 

therefore effectively estimate the changes in link flow 

and provide the descent direction for the objective 

function in the upper-level model. The numerical 

analysis results based on Test Network 2 showed that 

the solution algorithm developed in this study can 

produce an appropriate descent direction at the end of 

each round during the solution of the bilevel 

programming model as well as a converging target 

value. The final optimized signal timing results can 

fulfill the constraints on trip-chain route choice 

behaviors. 

To further increase the alignment of signal timing 

designs with actual road network traffic demands, we 

suggest the following directions for future research: 

The model in this study was established in light of a 

closed road network system with normal two-phase 

signal settings. For the sake of convenience in the 

model verification, the developed model and adopted 

parameters did not take the changes in cycle time. This 

requires improvement in the future. 

The inclusion of time dependence and dynamic 

network designs in the trip-chain-based bilevel 

programming model for signal timing optimization 

would increase the accuracy of prediction of network 

demand so that the transportation demand can be 

satisfied in real time. 

This study did not consider multiple vehicles types 

trip-chain route selection behaviors or the influence of 

link capacity on signal timing designs. Giving 

consideration to multiple vehicles types, such as urban 

bus and scooter that are common in Taiwan, and 

capacity limits would enable the model to more 

accurately reflect actual trip-chain route selection 

behaviors. 

Numerical analysis shows that the first-order partial 

derivative of link flow with regard to the perturbation 

parameter of green time derived using the sensitivity 

analysis method for variational inequalities produces 

results that approximate the actual equilibrium flows. 

This approach can therefore effectively estimate 

changes in link flows. Nevertheless, the error increases 

with the perturbation parameter, and thus the influence 

of the extent of perturbation on the solution process 

warrants further investigation. 
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