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Abstract: Locations of sensors in wireless sensor networks (WSNs) play a vital role in many applications. Regarding the mobility of 
the nodes in some of the applications, it is necessary to have a localization algorithm that can support the mobility of nodes. In this 
paper a demand-based algorithm has been presented which uses information of messages for update their tables so they can help to 
localize the unknown nodes. This technique suggested method that called ELoc(Efficient Localization) has been able to present a 
higher speed and range of success, by reducing the sent messages and consequently reducing the energy consumption quite 
significantly. 
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1. Introduction 

Some applications and protocols, such as tracking 

and routing, require knowing the place of node in 

wireless network systems. Because of the random 

distribution of the nodes, and in some application, the 

mobility (or the ability to change the place) of the 

nodes, we need an algorithm for localization. 

Localization can be performed physically or relatively. 

In physical localization we need some nodes with 

known locations which are called guide nodes or 

beacon. Several researches have been done about 

localization and other relevant subjects and various 

algorithms have been proposed. A review of the 

presented algorithms can be seen at Ref. [1-6]. Most 

algorithms require an additional hardware. For 

instance, the methods which are proposed at Ref. 

[7-12] need hardware to measure the distance. The 
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proposed algorithm in Ref. [1], requires hardware to 

measure the angle, and Ref. [13] needs hardware to 

measure the range of radio transmission. On the other 

hand, there are some algorithms that do not require an 

additional hardware. Although sometimes we have to 

use GPS, because the physical localization needs 

some guide nodes, but in order to avoid using that, we 

can manually place some of the nodes in known 

locations, these nodes are called guide nodes. 

In this paper, an algorithm for localization of sensor 

networks is proposed which supports the mobility of 

the nodes, and in which each node only through 

knowing the number of distance hops from the 

adjacent nodes, which have a valid place, knows its 

own physical place with a suitable approximation and 

consuming energy very efficiently. This paper is 

organized in this way: in Section 2 the problem and 

the presuppositions are stated and in Section 3 the 

proposed algorithm is described. In Section 4, the 

results of the simulation are represented and finally in 

Section 5 the conclusion is discussed. 

2. Problem and Presuppositions 

Assume, L1, L2 ,…, Lm, Lm + 1, Lm + 2,..., Lm+n 

DAVID  PUBLISHING 

D 



Message-Efficient Localization in Mobile Wireless Sensor Networks 

  

341

shows the position of the m + n nodes of the sensor in 

a two dimensional space. The location of the first m 

node is unknown, and this group of sensors is shown 

by the series of LP = {L1 , L2 , … , Lm}, in which the 

position of the last n node is known. This group of 

sensors are shown by the series of LB = {Lm + 1, Lm 

+ 2,..., Lm + n}. The nodes in LB are called guide or 

beacon nodes. Generally, 2 < n < m (because in order 

to find the position of each sensor node, we need to 

have at least three beacon nodes). The position of each 

node is shown by a couple of numbers (x, y) which 

depicts the length and width of the node in Cartesian 

coordinates. The beacon nodes which are the series of 

LB, are fixed, and the nodes of LP series have 

mobility with speed of V and zero until maximum 

velocity of nodes. The radio radius of each of all the 

nodes is supposed to be R. 

All the nodes have two fields under the names of 

Flag and Location. Each node that its coordinates 

become known will be placed in Location field, and 

equates its Flag amount to one. As far as Flag = 1, the 

amount of location is valid. Since the nodes have 

mobility, the time t is calculated based on their speed 

(V) and the distance they have covered. During this 

time the coordinates of the node is valid. In other 

words, during the time of (t), the amount of Flag 

remains equal to one and after this time flag = 0 and 

the amount of Location becomes invalid. The problem 

here is discovering the nodes which are members of 

LP.  

3. Description of the Algorithm 

As it was stated in the description of the problem, 

the sensor nodes have mobility, and therefore a node, 

because of this characteristic, is not limited to a point, 

but surveys many points in the range of its movement, 

and reports the required information. On the other 

hand, because of this movement, the position of a 

node is valid for a limited amount of time. Therefore, 

the main reason for proposing this algorithm is that it 

works on demand; it does not perform the localization 

for all the nodes, but for the nodes that demand 

localization for reporting an incident. In fact, in this 

method, contrary to many other methods, in no levels 

no periodic messages are sent inside the network. This 

on-demand behavior and lack of periodic activities not 

only will lead to the reduction of the overload 

messages even to the zero level, but also to a 

significant decrease in the energy consumption. 

Moreover, with a minimum of overloads in 

controlling and processing, the network can react so 

much faster to the changes. During the performance of 

the algorithm, the nodes are divided into three groups: 

1. First group: guide or beacons nodes (the nodes 

which their Flag amount is always 1). 

2. Second group: known nodes or localized nodes 

(nodes which for a duration of time (t) in them the 

Flag amount equals 1). 

3. Third group: unknown nodes, or non-localized 

nodes (nodes in which flag = 0).  

In the beginning, the number of nodes in the first 

group is n, in the second group is zero and in the third 

group is m. With performing the algorithm, one or a 

number of unknown nodes (third group) find their 

position through the beacon nodes. The nodes which 

in each stage have found their position become 

members of the second group and for the duration of t 

time can be used as known nodes in later repetitions 

for the localization of unknown nodes. In order to 

calculate its position, each unknown node needs to 

have the coordinates of the places of at least three 

beacon or known nodes and its distance from them. 

Then it can determine its position by trilateration. 

Hence, whenever a node such as S demands 

localization, it creates the localization message for a 

node such as D, which has a valid place, and 

broadcasts it to all the other nodes which are inside its 

broadcast range. Each localization message has a 

record in which the middle nodes are registered. This 

record is started with a blank list and is primarily 

supplied by the beginner, then each node which 

receives it, adds its name to it. 
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When each node receives the message of 

localization, if it has received a packet which has a 

similar ID to this packet, or if it is in the list of 

fulfilled paths of this packet, it puts the packet aside. 

If not, it adds its address to it and checks it Flag, if 

Flag = 1, thus it has the coordinates of a  valid 

position, so it adds the amount of its location as a 

header to the message and returns it to the demanding 

node. But in the other situation, if Flag = 0 it 

broadcasts it as a local packet (with the same 

demanding ID). 

After the message reaches a node with a valid place 

like D, this message on the way back passes through 

the nodes that are registered in the message list, and 

then each node on the return way updates its 

localization table according to this node. In order to do 

this, the middle node saves the location amount of the 

node D with the number of distance hops from that in 

a record. Moreover, it saves in its localization table 

the path list to node D with a timeout date for this 

record. Since the nodes are moving, we consider the 

time t as the timeout duration for each record, after 

this time, the information of this record have become 

invalid and are deleted. 

Therefore, in this way each node which is located 

on the return path of a localization message saves the 

place information, the number of distance hops, and 

the list of the path to the known node in its tables. As 

a result, in the later demands whenever a node 

receives the message of localization, it can respond if 

it is in either of these two conditions:  

(1) If it has a valid localization or flag = 1; 

(2) If it has in its localization table, the address, the 

place, and distance with a valid node. 

The algorithm of the above method has been 

presented in object-oriented codes. In this part, the 

properties which have been used are defined. 

Localizations MSG: localization message. 

List: the list of the nodes through which the 

localization message has been passed.  

Location: the place of saving the coordinates of 

each node. 

Flag: validating field to the coordinates of each 

node 

Table: localization table of each node which has the 

four following fields. 

Remained nodes: list of the remaining nodes to the 

known or beacon node. 

Hop: the number of steps to the known or beacon 

node. 

Location: the coordinates of the known or beacon 

node. 

Timeout: the expiry date of a record.  

1- For any localization request, start the localization 

process 

2- The requester node checks its local flag: 

    If (flag = =1) //local location is valid 

          Use the local location without sending 

any message; 

       Else 

          LocalizationMSG.List.addtolist(requester 

name); 

          and Broadcast the localizationMSG ; 

3- For each receiver node in the request path:  

          localizationMSG.List.addtolist (receiver 

name); 

          and receiver node checks its local Flag; 

          If (Flag = =1)  ` 

          Use the local location as the header of the 

localizationMSG;                                         

            and retransmit it toward the sender 

node ;   

        Else if there is any location in the table 

          localizationMSG.List.addtolist 

(table.remainedNodes.value); 

          Use table.location as the header of the 

localizationMSG ; 

          and retransmit it toward the sender node ; 

        Else 

          Broadcast the localizationMSG;  

4. For each receiver node in the response path: 

      Update the table with the received packet ; 
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4. Performance Evaluation  

We have compared our method with the methods of 

Dv-hop [2] and ECLS [14] as two leading methods in 

this field. These algorithm were simulated and 

evaluated by Omnet++[15] which is a C++-based 

simulator.  

In order to study the efficiency of the localization 

method we have examined the following factors. 

Energy Consumption: 

We have used the following equation formula to 

calculate the consumed energy in each packet. 
Energy = m×size + b       (1) 

In which size shows the dimensions of each packet 

based on bit, m the required energy to send each bit, 

and b is the energy required to prepare sending each 

packet. 

Average Localization Error, which is calculated 

according to the following formula. 
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In which │Err(i)│ is the error of Euclidian distance 

between the approximate location and the real location 

of node i. Moreover (Xei,Yei) show the approximate 

of the location of node i, and (Xi,Yi) shows the real 

location of node i. M shows the overall number of the 

sensor nodes, and R shows the transition range. The 

changes in the error variance are calculated through 

the following equation. 
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Average Response Time 

In fact, average response time is the average 

localization time for all the nodes in the network. To 

evaluate, all of the nodes in the network (m number of 

nodes) which are, 16, 32, 64, 128, 256, 512, 1024 

nodes have been placed randomly in a square which 

its side is 100 meters. The nodes velocity range is 

from 0 to 20 m/s, and we suppose that the velocity is 

chosen randomly and radius of transmission is R = 

20m. After the localization, the results are shown in 

the following figures. The presented results in each 

position show an average of 30 times repetition of the 

experiment.  

Fig. 1 shows the average localization error 

according to the percentage of the relational range 

with the percentage of beacon nodes. It is clear that 

the localization error is improved in ELOC in 

comparison with other two methods when the percent 

of beacon nodes is less, whereas with the higher 

percent of beacons all presented methods are 

approximately at the same percent of localization error, 

so it is intuitive that accuracy in this method is 

improved, but in low percentage of beacon nodes. 

Fig. 2 The unit of time in this figure is second. The 

performance time is the average of localization time 

for all the nodes. In order to find the average time of 

localization for each node, we have to divide the 

amounts into m. 

In this figure, it is clear that the average time of 

localization reaches a significant enhancement and 

thanks to cooperation of middle nodes most of the 

messages will be answered by intermediate nodes, so 

the message does not need to move through the 

network for reaching a beacon node. 

Fig. 3 shows the amount of energy use in network 

with various sizes for the methods of Dv-hop ECLS 

and the suggested method of Eloc. This method has 

enough eligibility for estimating a tolerable location 

with low energy consumption, as it is seen in the 

figure, the  average  energy  consumption  increases by 
 

 
Fig. 1  Influence of beacon nodes on localization error. 
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Fig. 2  Influence of beacon nodes on average time of 
localization. 
 

 
Fig. 3  Influence of number of nodes on average energy 
consumption. 
 

the increase in the number of nodes at the network. 

The figure also shows that Eloc method in different 

network sizes has better energy consumption.   

5. Conclusions 

This is the work to study range-free localization in 

the presence of mobility. ELoc, our proposed method, 

can reduce the energy consumption. The new way of 

method also led to better localization average time. 

Furthermore, nodes can estimate their position more 

accurately than other methods when there are only a 

few anchor nodes in the network. The results of the 

simulation show that with an increase in R, the error is 

reduced. As the speed V is reduced toward zero, the 

time t, which is the period of time for the validity of 

the location, increases and the average localization 

time decreases. When the speed becomes zero, then 

the time t becomes infinite and it is possible to say 

that this algorithm also can be performed for fixed 

nodes. Many issues remain to be explored in future 

work including how well our assumptions hold in 

different mobile sensor network applications, how 

different types of motion affect localization, and how 

our technique can be extended to provide security.  
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